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Abstract   

Graduating on time is one of the indicators in the achievement and ranking of educational institutions. The 
achievement of graduating on time in educational institutions is essential to balance incoming and graduating 
students. The problem that occurs, the attributes for graduating on time have varying weightings, so the 
determinants of the attributes for passing on time need to be known so that the anticipation of achieving graduation 
on time can be met. The purpose of this study is to find out the dominant attributes in the prediction of graduating 
on time for students. The attributes used are credit scores (Semester Credit Units), GPA scores (Grade Point 
Average), and English scores (TOEFL). The method used is the C4.5 Algorithm which is one of the classification 
methods in data mining. The data used was 262 data, split randomly with a composition of training and testing data 
of 80:20. Data is processed using the data mining process by creating decision trees. The decision tree results using 
the C4.5 Algorithm show that the GPA value is the most influential attribute in predicting a student's graduation 
time. In addition, predictions based on the decision tree of the C4.5 Algorithm with criterion = 'gini' and max_depth 
= 5 showed an accuracy result of 77%. 
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1. Introduction  

Timely graduation is one of the indicators in the ranking 
of educational institutions [1]. The achievement of 
graduates in educational institutions is essential to 
balance incoming and graduating students. To achieve 
graduation on time, Faculty of Informatics, Institut 
Teknologi Telkom Purwokerto has regulations that must 
be met so that students are declared graduates. One of 
the attributes is that students must meet the scores of 
credits (Semester Credit Units)/SKS, GPA/IPK (Grade 
Point Average), and English language scores (TOEFL). 

Graduating on time provides students benefits and the 
opportunity to do what they like and achieve 
achievements by starting early experience in the world 
of work and saving on education costs. The advantage is 
also felt by universities, namely that they can be helped 
in the accreditation assessment process to increase 
student graduation on time. 

The challenge in achieving graduation on time is to 
identify early, which has challenges and impacts the 
occurrence of delays in graduate students [2]. So, from 

the existing problems, predictions are needed so that 
graduation in students on time can be achieved. In 
addition, information and notifications about student 
graduation predictions are critical to know, so they can 
be identified early for students who do not graduate on 
time. Therefore, the solution offered is to predict 
graduation using a data mining approach. Data mining 
techniques help process the information on predictions 
of graduates on time. The technique of extracting 
extensive data to find helpful information for users is the 
meaning of data mining. Data mining groupings are 
description, estimate, prediction, classification, and 
clustering [3] from various fields such as health [4], [5], 
agriculture [6]–[9], and current phenomena [10]–[13]. 

In previous studies in predicting student graduation, 
many of these studies have been carried out with the 
C4.5 algorithm [13]–[16]. Some of these studies used 
data mining software such as Rapid Miner and WeKa. 
Meanwhile, in contrast to this research, the Machine 
Learning approach with Python programming was 
chosen to predict students' timely graduation. The 
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attributes used to focus on the main requirements for 
students' on-time graduation: credits, GPA, and TOEFL. 

The C4.5 algorithm was chosen as the prediction 
algorithm because it functions as a classification 
algorithm. The C4.5 algorithm has been widely used to 
classify numerical and categorial attribute data. The 
C4.5 algorithm is an enhanced algorithm of the Iterative 
Dichotomizer 3 or Induction of Decision 3 (ID3) 
Algorithm, first introduced and developed by J. Ross 
Quinlan in 1979. The C4.5 algorithm has several 
advantages over ID3, including attributes that are 
discrete or continuous type and missing values that can 
be handled using the C4.5 algorithm, and also this 
algorithm can trim trees. The main advantages of the 
C4.5 algorithm are that the resulting model can be a tree 
or rules that are easy to interpret and convert to Structure 
Query Language (SQL) rules, are still acceptable for 
their degree of accuracy, discrete and numeric type 
attributes can be handled, and handle discrete type 
attributes efficiently [14]. 

Therefore, this study aims to predict student graduation 
and find the most dominant attribute in determining 
student graduation through the decision tree pattern at 
Faculty of Informatics, Institut Teknologi Telkom 
Purwokerto. 

2. Research Methods 

2.1. Knowledge Discovery in Database (KDD) 

The term KDD, or seeking knowledge in a database, 
emphasizes applying specific data mining methods, 
including searching for knowledge in extensive data. 
Methods of knowledge acquisition in databases 
containing interconnected tables [15]. Knowledge 
Discovery in Database (KDD) results can be used for 
decision-making. The KDD process can be seen in 
Figure 1 as follows: 

 
Figure 1. The Process of Knowledge Discovery in Database 

The Knowledge Discovery in Database (KDD) process 
consists of six processes, namely [3]: 

 

a. Data selection 
The data is selected from the overall data for use in 
the data mining process. 

b. Preprocessing 
Double data dumping, checking for inconsistent 
data, and correcting errors are preprocessing 
processes. 

c. Transformation 
Double data dumping, checking for inconsistent 
data, and correcting errors are preprocessing 
processes. 

d. Data mining 
The search for interesting information on the data 
that has been selected using a specific algorithm. 

e. Evaluation 
The evaluation is carried out by checking whether 
the patterns of information found contradict the 
facts or hypotheses present in previous studies. 

f. Visualization 
Visualization is used to present information in the 
form of decision trees or the form of rules. 

2.2. Decision Tree 

Data Mining is a technique of extracting extensive data 
to find helpful information for users. Data mining is 
helpful in many fields of science to find knowledge and 
information in extensive data [16]. A decision Tree 
changes the shape of the data, which was initially in the 
form of a table, namely attributes, and records, into a tree 
shape so that the tree can represent rules. Trees consist 
of knots and ribs. An example of a decision tree in Figure 
2. 

 
Figure 2. Decision Tree 

2.3. C4.5 Algorithm 

A popular algorithm for building decision trees that can 
be understood, flexible, and engaging because they can 
be displayed in the form of images. The steps in building 
a decision tree using the C4.5 Algorithm are as follows 
[17], [18]: 

a. Prepare training data 
Training data is obtained by splitting the overall 
data, one of which is with a percentage of 80% 
training data and 20% testing data. 
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b. Calculating entropy values 
The entropy value of each attribute is using the 
following equation: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = −∑ 𝑝𝑖 ∗ 𝑙𝑜𝑔!	𝑝𝑖"
#$%             (1) 

S: case set 
n: number of partitions S 
pi: the proportion of Si to S 
 

c. Determining the highest gain 
 
𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑ |"!|

|"|
#
$%& 	× 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆$) (2) 

S: case set 
A: attribute 
n: number of attribute partition A 
|Si|: number of cases on partition i 
|S|: number of cases in S 
 

d. Repeat steps b and c for each branch until all cases 
in the branch have the same class. 
 

2.4. Scikit Learn Decision Tree 

Scikit-learn, or Sklearn, is a machine learning software 
library for the Python programming language. It features 
a variety of classification, regression, and grouping 
algorithms, including vector support engines, random 
forests, gradient enhancements, k-means, and 
DBSCAN. It is designed to operate with the numerical 
and scientific libraries of Python NumPy and SciPy [19]. 

Step Decision Tree in Scikit Learn  [20] as shown in 
Figure 3:  

a. Splitting data, data is divided into training data and 
testing data. 

b. Choose the best attribute based on the highest 
entropy and gain values. 

c. The construction of a decision tree or rule with the 
repetition of the calculation of the entropy value 
and gain. 

d. Evaluate the model based on the decision tree that 
has been built. 

e. Performance Evaluation Measures are accuracy, 
precision, and recall.  

f. The evaluation is generated from a confusion 
matrix that shows the compatibility between actual 
decision and decision prediction according to the 
results of the Algorithm [21]. Precision is the 
precision between actual decisions and decisions 
predicted in the system. Recall is the success rate 
of the system in rediscovering information. 

 

 

Figure 3. Flow modeling predictions with decision trees 

 Decision tree building with Scikit Learn python 
programming: 

a. Importing Required Libraries 
Import the library to be used, such as pandas, 
numpy, matplotlib. 

b. Loading Data 
Input data with file .csv format and adjust the data 
type of each attribute. 

c. Feature Selection 
Choose features that will be the feature variable 
and the target variable. 

d. Splitting Data 
Perform data splitting using the train_test_split() 
function. The required parameters are feature 
variables, target variables, and testing data sizes. 

e. Building Decision Tree Model 
Build a decision tree model using the 
DecisionTreeClassifier() function. The required 
parameters are the feature and target variables in 
the training data. Creation of a subsequent decision 
tree model for the prediction of testing data. 
Performance optimization by determining the 
criterion to be used, whether 'gini' or 'entropy' is the 
best, and determining the tree's depth. 

f. Evaluating Model 
Confusion matrix calculations for model 
evaluation are accuracy, precision, and recall. 

g. Visualizing Decision Trees 
Visualize the decision tree by installing graphviz 
and pydotplus to display the decision tree graph 
that has been built. 

3.  Results and Discussion 

3.1. Decision Tree Calculation 

This study used 262 data that were split in the 80:20 
random. So that 209-training data were obtained, the 
data distribution as in Table 1. 

Table 1. Training data distribution 

SKS IPK TOEFL Decision 
144 3.48 610 No 
144 3.02 507 No 
144 3.15 473 No 
… … … … 
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146 3.51 503 No 
144 3.57 560 No 
149 3.54 507 No 

 

3.2. Calculating Entropy Values 

The attributes of SKS, IPK, TOEFL of each class are 
calculated using the entropy Formula 1. Results from 
calculations as in Table 3 to Table 9. 

3.3 Determining the highest gain 

Calculation of Gain (S, A) based on Formula 2 of each 
attribute, as shown in Table 2: 

Gain (Sum, SKS)  

0,89200271 − (:
178
209	× 0,91507296>

+ :
80
31	× 0,993234>)	

Gain (Sum, IPK)  

0,89200271 − (:
80
209	× 0,91507296>

+ :
129
31 	× 0,993234>)	

Gain (Sum, TOEFL)  

0,89200271 − (:
6
209	× 0,91507296>

+ :
203
31 	× 0,993234>)	

Table 2. Determination of highest gain 

Node Attributes Number of 
Cases 

Gain 

1  209  

  SKS 178 0.00805
511 

    31  

  IPK 80 0.04195
1736 

    129  

  TOEFL 6 0.00289
2353 

    203  
 
Based on the calculations of Table 3 on node 1, it is 
known that the GPA attribute has the highest gain value 
with a value of 0.041951736. GPA attributes with 
classes 3-3.49 and >=3.5 will be the root of the decision 
tree. The calculation of node 1 will continue to create the 
following node until all attributes have the same class. 
From the calculation process, an overview of the 
decision tree is obtained, as shown in Figure 4. 

 

 
Figure 4. Decision tree with calculations 

Table 3. Entropy calculation node 1, LTW (Pass on Time) and LTTW is the opposite 

Node Attributes Class Number of 
Cases (s) LTTW LTW Entropy Gain 

1    209 69 140 0.91507   
  SKS 144 178 55 123 0.892 0.00805511 
    >144 31 14 17 0.99323   
  IPK 3-3.49 80 38 42 0.9982 0.041951736 
    >=3.5 129 31 98 0.79556   
  TOEFL <450 6 1 5 0.65002 0.002892353 
    >=450 203 68 135 0.91993   
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Table 4. Entropy node 2.1 calculation 

Node Attributes Class Number of Cases 
(s) LTTW LTW Entropy Gain 

2.1 IPK 3-3.49 80 38 42 0.9982   
  SKS 144 74 36 38 0.99947 0.004811148 
    >144 6 2 4 0.9183   
  TOEFL <450 2 1 1 1 0.0000525 
    >=450 78 37 41 0.9981   

 

Table 5. Entropy node 3.1 calculation 

Node Attributes Class Number of 
Cases (s) LTTW LTW Entropy Gain 

3.1 SKS 144 74 36 38 0.99947   
  TOEFL <450 1 0 1   0.013120071 
    >=450 73 36 37 0.99986   

 
Table 6. Entropy node 3.2 calculation 

Node Attributes Class Number of 
Cases (s) LTTW LTW Entropy Gain 

3.2 SKS >144 6 2 4 0.9183   
  TOEFL <450 1 1 0   0.316689088 
    >=450 5 1 4 0.72193   

Table 7. Entropy node 2.2 calculation 

Node Attributes Class Number of 
Cases (s) LTTW LTW Entropy Gain 

2.2 IPK >=3.5 128 31 98 0.79046   
  SKS 144 104 19 85 0.68593 0.049552149 
    >144 24 12 13 0.97912   
  TOEFL <450 4 0 4 0 0.012619129 
    >=450 124 31 94 0.80293   

 
Table 8. Entropy node 3.3 calculation 

Node Attributes Class Number of Cases 
(s) LTTW LTW Entropy Gain 

3.3 SKS >144 24 12 13 0.97912   
  TOEFL <450 1 0 1   0.040517052 
    >=450 23 12 12 0.97941   

 
Table 9. Entropy node 3.4 calculation 

Node Attributes Class Number of 
Cases (s) LTTW LTW Entropy Gain 

3.4 SKS 144 104 19 85 0.68593   
  TOEFL <450 3 0 3   0.008532747 
    >=450 101 19 82 0.69752   

Rules made of manual calculation decision 
trees are: 
1. IF IPK 3-3.49 AND SKS 144 AND TOEFL < 450, 

THEN LTW  
2. IF IPK 3-3.49 AND SKS 144 AND TOEFL >= 450, 

THEN LTW  
3. IF IPK 3-3.49 AND SKS > 144 AND TOEFL < 450, 

THEN LTTW  
4. IF IPK 3-3.49 AND SKS >144 AND TOEFL >= 450, 

THEN LTW  
5. IF IPK >= 3.5 AND SKS 144 AND TOEFL < 450, 

THEN LTW  
6. IF IPK >= 3.5 AND SKS 144 AND TOEFL >= 450, 

THEN LTW  
7. IF IPK >= 3.5 AND SKS > 144 AND TOEFL < 450, 

THEN LTW  
8. IF IPK >= 3.5 AND SKS >144 AND TOEFL >= 450, 

THEN LTW 

3.4 Decision Tree with C4.5 algorithm 

Decision tree building with Scikit Learn Python 
programming: 
a. Importing Required Libraries 

Import libraries to be used, such as pandas, numpy, 
and matplotlib. 

b. Loading Data 
Student data will be used to become training data, 
and testing data is 262. The attributes used are SKS, 
GPA/IPK, and TOEFL. The data is entered into the 
system for processing, as shown in Table 10. 

c. Feature Selection 
The selection of features that will be feature 
variables is SKS, GPA, and TOEFL, and the target 
variable is Decision. 
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Table 10. Overall Dataset of 262 data 

SKS IPK TOEFL Decision 
144 3.63 400 Yes 
145 3.67 400 Yes 
144 3.53 404 Yes 
… … … … 
144 3.04 660 No 
144 3.39 674 Yes 
144 3.48 674 Yes 

 
d. Splitting Data 

Data splitting uses 80% for training and 20% for 
testing data. The training data taken was 80% of 
262 data, as many as 209 data, while the testing 
data took 20% was 53 data, as shown in Tables 11 
and 12. 

Data splitting is done to avoid overfitting. 
Overfitting is when the model overfits its training 
data and fails to fit the additional data reliably. 
Random data sampling aims to keep the modeling 
process from partial data towards the possibility of 
different data characteristics. 

Table 11. Data Training 209 Data 

SKS IPK TOEFL Decision 
144 3.37 570 No 
144 3.35 524 Yes 
144 3.65 510 Yes 
… … … … 
144 3.8 517 Yes 
145 3.71 514 Yes 

 
Table 12. Data Testing 53 data 

SKS IPK TOEFL 
144 3.48 630 
144 3.53 600 
… … … 
144 3.61 627 
144 3.81 564 
144 3.86 520 

 
Table 13. Results of the evaluation of the model with criterion "gini" 

Parameters Value = 0,442 
Accuracy Precision Recall F1 

Criterion “gini” 
Max_depth=3 

71% 63 58 58.5 

Criterion “gini” 
Max_depth=5 

77% 74.5 64 65.5 

Criterion “gini” 
Max_depth=10 

75% 74.5 64 65.5 

 
Table 14. Hasil evaluasi model dengan criterion “entropy” 

Parameters Value = 0,915 
Accuracy Precision Recall F1 

Criterion “entropy” 
Max_depth=3 

73% 66.5 59.5 59.5 

Criterion “entropy” 
Max_depth=5 

75% 70 62.5 63.5 

Criterion “entropy” 
Max_depth=10 

75% 66.5 61 62.5 

 

This criterion with max_depth 5 has a higher accuracy 
value than other parameters, so this parameter will be 
used in constructing decision trees, as shown in Tables 
13 and 14.  

The criteria parameter in the DecisionTreeClassifier 
function has two criteria: "gini" and "entropy". The Gini 
index has a value in the interval [0, 0.5] while the 
Entropy interval is [0, 1]. As seen in Table 13, the value 
of the "gini" criterion is 0.442 with the root of the 
decision tree, namely the GPA attribute. Similar to table 
14, which uses entropy criteria, the root attribute of the 
decision tree is GPA but with a different entropy value 
from the "gini" value, which is 0.915 because the value 
in the entropy interval is [0.1]. In terms of processing, 
entropy is more complex because it uses logarithms so 
that the calculation of the Gini Index will be faster. 

In addition to the parameter criteria, the 
DecisionTreeClassifier() function determines the 
maximum depth of the tree, namely max_depth. The 
max_depth experiments used were 3, 5, and 10. The 
resulting accuracy with the "gini" criterion was higher 
than the entropy criterion. The best max_depth 
consideration was the decision of a tree with a maximum 
tree depth of 5, so the best accuracy was obtained, 
namely 77%. 

e. Evaluating Model 
Confusion matrix calculations for model 
evaluation are accuracy, precision, and recall. 

Confusion Matrix 
   N P   ç sebagai klasifikasi 
[[ 5 10] | LTTW 
 [ 2 36]] | LTW 
 

𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛	𝑀𝑎𝑡𝑟𝑖𝑥 = ( &'(&)
&'(&)(*'(*)

) ∗ 100%  

                 = J +,(-
+,(-(%.(!

K ∗ 100% 

  										𝐴𝑘𝑢𝑟𝑎𝑠𝑖	 = 77%   

f. Visualizing Decision Trees 
Visualization of the decision tree with install 
graphviz and pydotplus to display the graph of the 
decision tree that has been built can be seen in 
Figure 5. The decision tree shows the class names 
No (LLTW) and Yes (LTW). 

Based on the mining that has been done, the rules 
obtained from the decision tree on the Scikit Learn 
Decision Tree are as follows: 
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Figure 5. Decision Tress with data mining 

1. IF IPK <= 3.60 AND IPK <= 3.27 AND IPK 
<=3.07 THEN class: NO 

2. IF IPK <= 3.60 AND IPK <= 3.27 AND IPK > 3.07 
AND IPK <= 3.11 THEN class: YES 

3. IF IPK <= 3.60 AND IPK <= 3.27 AND IPK > 3.07 
AND IPK > 3.11 AND SKS <= 457 THEN class: 
YES 

4. IF IPK <= 3.60 AND IPK <= 3.27 AND IPK > 3.07 
AND IPK > 3.11 AND SKS > 457 THEN class: 
NO 

5. IF IPK > 3.27 AND TOEFL <= 608.50 AND SKS 
<=148.50 AND IPK <= 3.59 THEN class: YES 

6. IF IPK > 3.27 AND TOEFL <= 608.50 AND SKS 
<=148.50 AND IPK > 3.59 THEN class: YES 

7. IF IPK > 3.27 AND TOEFL <= 608.50 AND SKS 
> 148.50 THEN class: NO 

8. IF IPK > 3.27 AND TOEFL > 608.50 AND 
TOEFL <= 664 AND TOEFL <= 622 THEN class: 
NO 

9. IF IPK > 3.27 AND TOEFL > 608.50 AND 
TOEFL <= 664 AND TOEFL > 622 THEN class: 
NO 

10. IF IPK > 3.27 AND TOEFL > 608.50 AND 
TOEFL > 664 AND THEN class: NO 

11. IF IPK > 3.60 AND SKS <= 148 AND TOEFL 
<=632 AND IPK <= 3.75 THEN class: YES 

12. IF IPK > 3.60 AND SKS <= 148 AND TOEFL 
<=632 AND IPK > 3.75 AND IPK <=3.79 THEN 
class: YES 

13. IF IPK > 3.60 AND SKS <= 148 AND TOEFL 
<=632 AND IPK > 3.75 AND IPK >3.79 THEN 
class: YES 

14. IF IPK > 3.60 AND SKS <= 148 AND TOEFL > 
632 AND IPK <= 3.74 THEN class: NO 

15. IF IPK > 3.60 AND SKS <= 148 AND TOEFL > 
632 AND IPK > 3.74 THEN class: YES 

16. IF IPK > 3.60 AND SKS > 148 THEN class: NO 

The C4.5 Algorithm process between manual and 
coding has similarities at the root of the decision 
tree, namely the GPA attribute. The difference 
between the two is in the GPA value, where in the 
manual tree, the GPA value as the root of the 
decision tree is 3-3.49. At the same time, in the sci-
kit learn decision tree, the GPA value is <= 3.65. 
The difference in value is due to manual 
calculations making class intervals according to the 
Institut Teknologi Telkom Purwokerto (ITTP) 
graduation requirements. The process of testing the 
C4.5 decision tree rule with 5 test data samples is 
shown in Table 15. 

 

Table 15. Validation of prediction with 5 samples  

SKS IPK TOEFL Decision Predicted 
144 3.53 600 Yes Yes 
144 3.61 627 Yes Yes 
145 3.64 437 Yes No 
144 3.32 580 No Yes 
144 3.86 520 Yes Yes 

 
Based on the predictions according to decision tree 
rules. It can be seen from the sample test data that 
with a credit score of 145, GPA of 3.64, and 
TOEFL 437, the actual decision is LTW, while the 
prediction is LTTW. This is because the TOEFL 
score obtained is less than 450, so the prediction 
results that students who have this data will be 
LTTW. As for a reason for the actual decision YES, 
this was because the student had taken the English 
language test (TOEFL) 3 times. However, his score 
was still less than 450 on three occasions. 
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4.  Conclusion 

This study concludes that predictions using the C4.5 
algorithm obtained the GPA attribute as the dominant 
attribute in predicting time passes. The puck tree 
between manual and system calculations has similarities 
in the root as the dominant attribute in predicting student 
graduation, namely GPA. In addition, the model tests 
that have been carried out show the best accuracy results 
of 77% with the parameters in DecisionTreeClassifier(), 
namely criterion='gini' and max_depth=3. The 
suggestion for the subsequent research is adding more 
attributes required for the punctuality of student 
graduation. 
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