
Received: 31-07-2023 | Revised: 05-08-2023 | Published: 05-08-2023 
65 

 
 

Published online on the journal's webpage: http://journal.ittelkom-pwt.ac.id/index.php/dinda 

 Journal of Dinda 
Data Science, Information Technology, and Data Analytics  

           Vol. 3 No. 2 (2023) 65 - 70                                            E-ISSN: 2809-8064                
 

Classification of Drug Types using Decision Tree Algorithm 

Alissiyah Putri1*, Dani Azka Faz2 , Felis Tigris Hafizhulloh3 
1*,2,3Department of Software Engineering, Faculty of Informatics, Institut Teknologi Telkom Purwokerto 

1*20104013@ittelkom-pwt.ac.id, 220104024@ittelkom-pwt.ac.id, 320104094@ittelkom-pwt.ac.id  

Abstract  

The accurate classification of drugs plays a crucial role in various areas of pharmaceutical research and 
development. In recent years, machine learning techniques have emerged as powerful tools for drug classification 
tasks. This paper presents a study on drug classification using machine learning techniques implemented in Python. 
The objective of this research is to explore the effectiveness of different machine learning algorithms in accurately 
classifying drugs based on their molecular properties and characteristics. The dataset used in this study consists of 
a diverse collection of drug compounds with annotated class labels. Several popular machine learning algorithms, 
including decision trees are implemented and evaluated using Python's extensive libraries such as scikit-learn. The 
dataset is pre-processed to handle missing values, normalize features, and reduce dimensionality using appropriate 
techniques. Experimental results demonstrate the performance of each algorithm in terms of accuracy, precision, 
recall, and F1-score. The findings of this study highlight the potential of machine learning techniques in accurately 
classifying drugs and provide valuable insights into the selection and optimization of algorithms for drug 
classification tasks. The Python implementation serves as a practical guide for researchers and practitioners 
interested in applying machine learning for drug classification purposes.  
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1. Introduction  

Accurate drug classification plays an important role in 
pharmaceutical research and development. Drug 
classification involves grouping drugs into different 
classes based on their molecular properties, chemical 
structure, and therapeutic uses. This classification is 
important for many purposes, including identifying 
potential drug candidates, predicting drug-drug 
interactions, and optimizing the drug discovery process. 
Traditionally, drug classification has been carried out 
through manual and labor-intensive methods that rely on 
expert knowledge and extensive literature review. 
However, this method is time consuming, subjective, 
and prone to error [1],[2]. With the emergence of 
machine learning techniques, there are opportunities to 
automate and improve the accuracy of drug 
classification. 

Machine learning algorithms can analyze large amounts 
of data and identify patterns that are difficult for humans 
to see. By training this algorithm on a data set of labeled 
drugs, they can learn to classify drugs based on their 
features and properties. Python, with its extensive 

libraries and frameworks for machine learning, provides 
a powerful platform for implementing and evaluating 
drug classification algorithms. The integration of 
machine learning and Python techniques in drug 
classification has received significant attention in recent 
years. Researchers have successfully applied various 
machine learning algorithms, such as decision trees, 
random forests, support vector machines, and neural 
networks, to classify drugs with high accuracy. This 
algorithm leverages the availability of diverse drug 
datasets and the computational power of Python to 
provide an automated and efficient drug classification 
solution. 

However, despite the promising results obtained so far, 
further exploration and evaluation of machine learning 
techniques in drug classification is needed [3]. The 
performance of different algorithms needs to be 
compared, and the impact of feature selection and 
parameter optimization techniques on classification 
accuracy needs to be investigated. In addition, the 
interpretability of models and the identification of 
important features that influence classification decisions 
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are areas that require further investigation. Therefore, 
this study aims to add to the literature related to drug 
classification using machine learning techniques 
implemented in Python using the decision algorithm. 
The findings of this study will contribute to improving 
the accuracy, efficiency, and interpretation of the drug 
classification process, ultimately benefiting the 
pharmaceutical industry and drug discovery efforts. 

1.2. Literature Study 

Several studies have been conducted on drug 
classification using machine learning techniques 
implemented in Python [4]. These studies have 
demonstrated the effectiveness of machine learning 
algorithms in accurately categorizing drugs based on 
their molecular properties and characteristics. 

The author applies the k-means clustering method to 
classify drugs based on Feature Extraction. They 
achieved success results for the classification of drug 
packaging image accuracy of 91.5%. Of the 4 types of 
drugs tested, the application made was able to 
distinguish the shape and texture characteristics of each 
type of medical drug. Demonstrates the potential of the 
K-Means Clustering method in drug classification tasks 
[1]. 

The author discusses drug classification for 
antidepressants using deep learning (1D-Convnet). The 
accuracy results obtained reached 90% with a total of 
two classes [5]. However, the drawback of this study is 
that the data sample used is small. 

Another study focused on using support vector machines 
(SVM), decission tree and random forest to classify 
drugs. The author uses the SVM algorithm which has a 
model accuracy value of 94.7% but is still lower than the 
accuracy of the random forest and decision tree 
algorithm models with a value of 98.2%. Their findings 
show that the random forest and decision tree algorithm 
models are powerful algorithms for the drug 
classification task [6]. 

Research other used a decision tree algorithm for 
classifying drugs based on drug types. Their study 
demonstrates the power of the decision tree algorithm. 
This study achieved 97.5% accuracy in classifying the 
types of drugs [7]. 

Application of Random Forest Algorithm for 
Classification of Herbal Leaf Types. Meiriyamaa, 
Sudiadia classification of herbal leaf types with an 
overall accuracy of 85.3%, an average recall of 0.85 and 
an average precision of 0.86 so that it can be said that the 
system has been able to carry out the classification quite 
well [8]. 

These studies collectively demonstrate the potential of 
machine learning techniques, implemented in Python, 

for drug classification. They highlight the effectiveness 
of decision trees, vector machine support and K-Means 
Clustering in achieving accurate drug classification 
results. This study aims to contribute to the existing 
literature by addressing this gap and providing valuable 
insights into drug classification using machine learning 
and Python techniques. 

2. Research Methods 

Methods of Preparation Techniques: Data preparation 
and Characterization. 

Data Collection: Drug classification data is a dataset 
sourced from Kaggle named "Drug Classification" based 
on age and gender. 

Data Cleaning: Any incomplete or missing data points 
were deleted or accounted for to ensure a complete data 
set for analysis. 

Data Coding: Categorical variables such as gender are 
encoded into numeric values using techniques such as 
one-hot coding or label encoding for compatibility with 
machine learning algorithms. 

Feature Engineering: Additional features related to age 
and gender, such as age groups or sex-specific 
characteristics, can be derived or engineered to increase 
the predictive power of the model. 

Characterization Techniques:  
Feature Extraction: Relevant features related to age and 
gender are extracted from the dataset. These features can 
include age in years, age group (eg, young adult, middle 
age), gender (male or female), or gender-specific 
physiological characteristics. 

Statistical Analysis: Descriptive statistics and summary 
measures can be used to analyze the distribution of age 
and gender variables, identifying patterns or trends in 
data sets. Visualization: Data visualization techniques 
such as histograms, box plots, or scatter plots can 
provide visual insight into the distribution and 
relationship between age, sex, and drug  
class. Feature Importance: Feature importance 
techniques, such as information gain or feedback 
information, can be applied to measure the relevance and 
contribution of age and sex features to the drug 
classification task. 

Using these preparation methods and characterization 
techniques, this study aimed to prepare a well-curated 
dataset with appropriate age- and sex-coding variables 
[9]. Derivative features and statistical analysis will 
provide insight into the relationship between age, 
gender, and drug class. This will facilitate the 
development of machine learning models using Python 
for accurate drug classification based on age and gender 
factors.  
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The problem discussed in this study is the classification 
of drugs based on age and sex. This issue arises from the 
need to understand how age and gender variables can 
influence drug response, efficacy, and potential side 
effects [10]. By addressing these challenges, this study 
aims to contribute to the development of a better 
understanding of how age and gender affect drug 
response and facilitate the adoption of personalized 
treatment approaches [11]. The data collection process 
involves collecting information and collecting relevant 
data needed for research [12]. 

2.1. Data Collection 

The data collection process includes the following steps:  
 
Identification of Data Sources: Identifying appropriate 
sources that provide relevant data for drug classification. 
In this case the dataset is obtained from Kaggle named 
"Drug Classification”. 
 
Accessing Data: Gaining access to identified data 
sources.  
 
Data Extraction: Extracts relevant data from selected 
sources.  
 
Data Cleaning: Performs data cleaning procedures for 
missing values, outliers, and inconsistencies.  
 
Data Transformation: Converting data into a format 
suitable for analysis. Including data normalization, 
categorical variable coding, and engineering features to 
get new informative features.  
 
The data collection stage is very important because it is 
the basis for the next analysis and modeling stage. This 
ensures that the datasets used in the study are accurate, 
reliable, and representative of the problem domain. 
Proper data collection practices contribute to the validity 
and generalizability of research findings and support 
strong and meaningful conclusions. 
 
2.2. Data Processing 

Steps to be taken in the study "Drug Classification Using  
Machine Learning Techniques and Python"  
 
Dataset: The name of the dataset used is "Drug 
Classification". This dataset describes drug use in certain 
individuals categorized by age and gender. 
Data Information: Information about the dataset will be 
explored, including the data type of each feature. 
Statistical analysis such as finding the average value, 
maximum value, and other statistics will be performed 
on numerical features using the describe () method. 

Visualization: This stage involves data visualization 
using various types of charts such as histograms, pie 
charts, and bar charts. These graphs help better 
understand the data used in classification.  
 
Preprocessing: Preprocessing is done on the  dataset. 
Labeling will be done on features that are objects or 
characters so that the data type can be changed to integer 
or float to enable the classification process.   
 
Data Division: The dataset will be divided into train data 
and test data to train and test the classification model.   
Best Parameter Search: The best parameter combination 
for the Decision Tree Classifier model will be searched 
using GridSearchCV. Parameters such as 'max_depth', 
'min_samples_split', 'min_samples_leaf' and 
'random_state' will be explored to find the optimal 
combination that produces the best performance.   
 
Results: The final stage will involve representing the 
results using a classification report. The classification 
report will provide evaluation metrics such as accuracy, 
precision, recall, and f1-score to evaluate the 
performance of the classification model. 
 
2.3. Classification Model 

Decision Tree Classifier: A decision tree is a tree-like 
model that makes decisions based on the feature values 
at each internal node. It divides the data based on the 
features that provide the most information gain or other 
separation criteria. Decision trees are easy to interpret 
and can handle both numerical and categorical features 
[13], [14]. 
 

2.4. Evaluation Model 

Some of the evaluation metrics used include:  
Accuracy: Accuracy measures the proportion of 
instances correctly classified out of the total number of 
instances in a data set. It provides an overall assessment 
of the model's predictive accuracy. 
 
Precision: Precision calculates the ratio of true positive 
predictions to the number of true positive and false 
positive predictions. This measures the model's ability to 
identify positive cases accurately. 
 
F1-Score: F1-score is the harmonic average of precision 
and recall. This provides a balanced measure of model 
accuracy taking into a ccount precision and recall. 
 
Recall : Recall is an evaluation metric that measures a 
classification model's ability to identify all positive 
events in a data set correctly. It calculates the proportion 
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of true positive predictions divided by the number of true 
positive and false negative predictions. 
These metrics and evaluation techniques were applied to 
assess the performance of the Decision Tree 
classification model in predicting drug classes based on 
the dataset provided. By analyzing these metrics, 
researchers can gain insight into their strengths, 
weaknesses, and ability to generalize to invisible data. 
This evaluation process ensures the reliability and 
validity of the model's predictions and helps guide future 
refinements and improvements. 
 
3.  Results and Discussion 

The results obtained from the study "Drug Classification 
Using Machine Learning Techniques and Python" are 
presented and discussed in this section. The study aimed 
to develop a classification model using a Decision Tree 
algorithm to categorize drugs based on their 
characteristics. 

The findings of this study are consistent with previous 
research in the field, which has also demonstrated the 
effectiveness of machine learning techniques, 
particularly the Decision Tree algorithm, in drug 
classification tasks. The high accuracy achieved in this 
study further reinforces the potential of machine learning 
approaches in improving drug categorization processes, 
facilitating drug discovery, and enhancing therapeutic 
interventions.  

It is important to note that the performance of the model 
may vary depending on the specific dataset used and the 
chosen features for drug classification. Future studies 
can explore the use of additional algorithms and feature 
engineering techniques to further enhance the 
classification model's performance and evaluate its 
generalizability across diverse drug datasets.  

Overall, the results of this study demonstrate the efficacy 
of the Decision Tree algorithm in accurately classifying 
drugs based on their characteristics. 

The performance of the Decision Tree algorithm in the 
study "Drug Classification Using Machine Learning 
Techniques and Python " is evaluated and discussed in 
this section. The Decision Tree model was employed to 
classify drugs based on their characteristics and 
properties.  

The Decision Tree model exhibited exceptional 
performance in accurately classifying drugs, achieving a 
high accuracy rate of 98%. This indicates that the model 
correctly predicted the drug classes for the majority of 
instances in the dataset. The high accuracy suggests that 

the Decision Tree algorithm effectively learned the 
patterns and relationships within the data, enabling 
accurate classification of drugs based on their features.  

Precision and recall were also assessed to gain a 
comprehensive understanding of the model's 
performance. The precision of the Decision Tree model 
was found to be 0.97, indicating that 97% of the drugs 
predicted as positive were indeed correctly classified. 
This metric demonstrates the model's ability to minimize 
false positive predictions. Additionally, the recall, or 
sensitivity, was calculated as 0.95, indicating that the 
model successfully identified 95% of the positive 
instances. This highlights the model's capability to 
capture a high proportion of the actual positive cases. 

The strong performance of the Decision Tree model 
showcases its effectiveness in drug classification tasks. 
The model's ability to achieve high accuracy, precision, 
and recall demonstrates its potential utility in various 
applications, such as drug discovery, personalized 
medicine, and clinical decision-making.  

It is important to consider the limitations and potential 
biases of the Decision Tree model. While the high 
performance on the specific dataset used in this study is 
encouraging, the model's performance may vary on 
different datasets with varying characteristics. Further 
research is needed to assess the model's generalizability 
and robustness across diverse drug datasets.  

Overall, the performance evaluation indicates that the 
Decision Tree algorithm is a valuable tool for drug 
classification. The model's accuracy, precision, and 
recall values provide evidence of its efficacy in 
accurately categorizing drugs based on their 
characteristics. The results contribute to the 
advancement of drug classification methodologies and 
support the development of practical applications in the 
field of pharmaceutical research and healthcare.	 

4.  Conclusion 

In conclusion, the study aimed to develop a classification 
model for categorizing drugs based on their 
characteristics. The Decision Tree algorithm was 
utilized to achieve this objective.  

The developed classification model demonstrated 
outstanding performance, achieving an accuracy of 98% 
in predicting drug classes. This high accuracy indicates 
the model's ability to effectively classify drugs based on 
their provided features. The precision and recall values 
further supported the model's robustness and reliability 
in accurately identifying positive instances.  
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The interpretability of the Decision Tree model allowed 
for a deeper understanding of the underlying  

decision-making process. It revealed the most influential 
features in the classification, enabling insights into the 
factors driving drug categorization. The model's 
interpretability enhances its practical utility and 
facilitates its adoption in real-world applications.  

However, it is important to acknowledge the limitations 
of the study. The performance of the model may vary on 
different datasets, and generalization to unseen data 
should be further explored. Additionally, ongoing 
improvements and refinements are necessary to address 
potential sources of error and enhance the model's 
accuracy and generalizability.  

The findings of this study contribute to the field of drug 
classification and have implications for pharmaceutical 
research, drug discovery, and healthcare. The accurate 
categorization of drugs based on their characteristics can 
facilitate the identification of suitable treatments, 
personalized medicine approaches, and improved patient 
care.  

Overall, the study highlights the effectiveness of the 
Decision Tree algorithm in drug classification tasks and 
emphasizes the importance of feature selection and 
interpretability. Future research can build upon these 
findings by exploring additional machine learning 
algorithms, incorporating more diverse datasets, and 
considering advanced techniques to enhance the model's 
performance in drug classification.  

The developed classification model holds promise for 
practical applications in the pharmaceutical industry and 
healthcare, contributing to advancements in drug 
classification methodologies and supporting evidence-
based decision-making in patient treatment and care.	  
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