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Abstract  

This study aims to classify sleep disorders using the Random Forest method on the Sleep Health and Lifestyle 
dataset. This dataset contains information about sleep, lifestyle, and relevant health factors. In this study, the 
dataset was processed and divided into training and testing subsets. The Random Forest model was trained using 
the training subset with sleep and health related features. The quality of the split in each decision tree was measured 
using the Gini Index. The model was evaluated using the testing subset to measure its accuracy and classification 
performance. The evaluation results showed that the Random Forest model was able to predict sleep disorders 
with good accuracy. Analysis of class distributions, correlation relationships between features, and visualization 
by gender provided insights into the factors that influence sleep disorders. This research has the potential to 
contribute to the field of health and medicine, especially in the recognition and diagnosis of sleep disorders.  
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1. Introduction  

Sleep disorders are common health problems that can 
significantly affect a person's quality of life. Accurate 
identification and classification of sleep disorders is 
essential for proper diagnosis and provision of 
appropriate treatment. In this study, a classification of 
sleep disorders using Random Forest model is 
performed based on features related to sleep, lifestyle, 
and other health factors contained in the Sleep Health 
and Lifestyle dataset. 

The Sleep Health and Lifestyle dataset used in this study 
was obtained from the Kaggle website. This dataset 
contains information on a few sleep-related features, 
lifestyle, and health factors of several respondents. It has 
information that includes individual ID, gender, age, 
occupation, sleep duration, sleep quality, physical 
activity level, stress level, BMI category, blood pressure, 
heart rate, and daily steps. 

Random Forest is one of the algorithms in machine 
learning that is widely used for classification and 
regression tasks. It uses the concept of ensemble. 
learning, which consists of many decision trees that 
work independently and then combine their prediction 
results to produce a final prediction [1]. 

Random Forest was chosen for this research based on 
several reasons. First, this algorithm can overcome the 
overfitting problem by using bootstrapping techniques 
and random restrictions on feature selection [2]. This 
helps reduce the risk of overfitting the model. Secondly, 
Random Forest has high accuracy in making predictions 
[3]. In the context of this research, by using features 
related to sleep, lifestyle, and health factors, Random 
Forest can learn the patterns in the dataset and produce 
accurate predictions related to sleep disorders. Thirdly, 
the algorithm is robust to unbalanced data, which is 
common in datasets where the class distribution may be 
unbalanced [4]. Random Forest can handle this problem 
well because each tree in the ensemble is trained using a 
random subset of the data, including a subset of the 
minority classes [5]. 

This helps in selecting relevant features and 
understanding the contribution of each feature to the 
sleep disorder prediction results. Considering Random 
Forest's ability to classify, ability to overcome 
overfitting, high accuracy, and ability to evaluate the 
importance of features, this algorithm was chosen as an 
appropriate choice for this study. 
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The purpose of this research is to develop a classification 
model that can predict sleep disorders based on the 
features in the dataset. The model used is Random 
Forest, which is one of the algorithms in machine 
learning that is effective for classification tasks. By 
using this model, it is expected that accurate predictions 
can be obtained and can help in the identification of 
sleep disorders in individuals. 

The method used in this research consists of several 
steps. First, the Sleep Health and Lifestyle dataset was 
explored and understood. Information about the 
distribution of features, relationships between features, 
and the distribution of sleep disorder classes was 
analyzed and visualized. Then, data processing was 
carried out by selecting appropriate features and 
converting categorical variables into numerical using the 
one-hot encoding technique. 

Next, the dataset is divided into training data and testing 
data using the train_test_split method. The Random 
Forest model is then built by setting hyperparameters 
such as the number of trees (n_estimators) and the 
maximum depth of trees (max_depth). The model is 
trained using the training data and then used to predict 
labels using the testing data. 

Model evaluation is done by calculating model accuracy 
using testing data. In addition, Confusion Matrix 
calculations are also carried out to evaluate the 
performance of the model in predicting sleep disorder 
classes. The results of this evaluation will provide 
information on the extent to which the developed model 
can classify sleep disorders accurately. 

This research has the potential to contribute to the field 
of health and medicine, especially in the recognition and 
classification of sleep disorders. By using a Random 
Forest model based on relevant features, this research is 
expected to be the basis for further development of 
classification methods in predicting sleep disorders. The 
results of this study are expected to be used as a reference 
in more effective and targeted diagnosis and treatment 
related to sleep disorders. 

2. Research Methods 

This study uses the Random Forest method to classify 
sleep disorders based on the Sleep Health and Lifestyle 
dataset. This dataset contains information on individual 
ID, gender, age, occupation, sleep duration, sleep 
quality, physical activity level, stress level, BMI 
category, blood pressure, heart rate, and daily steps. In 
this study, the dataset was processed and divided into 
training and testing subsets. 

The Random Forest model was trained using a training 
subset consisting of sleep and health-related features 
such as age, gender, sleep duration, sleep quality, 
physical activity level, stress level, BMI category, blood 

pressure, heart rate, and daily step count. The model uses 
the Random Forest algorithm which is an ensemble 
learning of decision trees. 

In each decision tree in Random Forest, the split quality 
is measured using the Gini Index. Gini Index measures 
the level of impurity or inhomogeneity of a node in the 
dataset. Gini Index values range between 0 and 1, where 
0 indicates a homogeneous node (all samples have the 
same label), and 1 indicates a heterogeneous node 
(samples have different labels equally). 

A Random Forest model with 200 trees 
(`n_estimators=200`) and a maximum tree depth of 10 
(`max_depth=10`) is built using the Gini Index 
algorithm. The model was trained using subset training 
to learn the patterns and relationships between the 
features present in the dataset. 

After training the model, the test subset is used to test the 
performance of the model. The accuracy of the model is 
calculated using the `score()` method on the model 
object using the test data. The model's prediction results 
are also evaluated using the classification report which 
provides evaluation metrics such as precision, recall, and 
f1-score. Confusion matrix is also calculated to see the 
distribution of correct and incorrect predictions. 

In this study, the main objective of this research is to 
develop a classification model that can predict sleep 
disorders based on the features present in the dataset. 

 

2.1. Identifying the Problem 

The problem of this study refers to sleep disorders based 
on the Sleep Health and Lifestyle dataset. Sleep 
disorders, also known as sleep disorders, refer to a 
variety of conditions that affect the quality, pattern, and 
duration of a person's sleep. Sleep disorders can affect 
adequate sleep, quality sleep, or both. Sleep disorders 
can have a negative impact on a person's quality of life, 
physical, cognitive, and emotional health. Based on this 

Figure 1. Research Flow 



Idfian Azhar Hidayat1*  
Journal of Dinda: Data Science, Information Technology, and Data Analytics  

Vol. 3 No. 2 (2023) 71 – 76  
 

 
Journal of Dinda : Data Science, Information Technology, and Data Analytics  

Vol . 3 No. 2 (2023) 71 – 76 
73 

 
 

Figure 3. Processing Flow 

Figure 4. Gini Index Formula 

problem, this research develops a method to diagnose 
and predict sleep disorders. 
 
2.2. Dataset Collection 

In this study, the classification of sleep disorders using 
the Random Forest model is carried out based on 
features related to sleep, lifestyle, and other health 
factors contained in the Sleep Health and Lifestyle 
dataset. The Sleep Health and Lifestyle dataset used in 
this study was obtained from the Kaggle website. This 
dataset contains information on a few sleep-related 
features, lifestyle, and health factors of several 
respondents. It has information that includes individual 
ID, gender, age, occupation, sleep duration, sleep 
quality, physical activity level, stress level, BMI 
category, blood pressure, heart rate, and daily steps. 

 
2.3. Preprocessing Data 

The preprocessing stage before Random Forest model. 
building involves steps such as reading the dataset, 
selecting relevant features, data processing such as one-
hot encoding, dividing the dataset into training and 
testing data, handling missing values, standardizing, or 
normalizing data, handling unbalanced data, and 
verifying the dataset [6], [7]. In addition, in the data 
splitting stage, the Gini Index method is used to 
determine the optimal split at each node in the decision 
tree. The Gini Index helps select the split that optimizes 
the splitting. 
of the target class, resulting in an accurate and efficient 
decision tree in the Random Forest model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gini Index is one of the methods used in Random 
Forest algorithm to measure the level of impurity or 
inhomogeneity of a node in the dataset. The Gini 
Index value ranges between 0 and 1, where 0 
indicates a homogeneous node (all samples have the 
same label), and 1 indicates a heterogeneous node 
(samples have different labels evenly) [8]. 
Mathematically Gini index can be written as: 

 

 

 

 

Where P is the probability of a positive class and P_ 
is the probability of a negative class. In this study, the 
Random Forest algorithm uses the specified 
hyperparameters (`n_estimators=200` and 
`max_depth=10`) with the Gini Index as a method to 
measure the split quality when building the 
decision tree in Random Forest 

The following is a pseudocode that explains the program 
steps performed: 

Table 1. Pseudocode Program 

 

Figure 2. Number of Sleep Disorders by Gender 
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Figure 5. Random Forest Accuracy 

 

2.4. Build Random Forest Model 

After preprocessing the data, the Random Forest model 
was created. This model uses a combination of multiple 
decision trees to make predictions. The steps include 
determining the number of trees, building decision trees 
with random subsets of training data, making predictions 
by combining the prediction results from each tree, 
evaluating the model with appropriate evaluation 
metrics, and saving the model for future use [9], [10]. 
Random Forest can overcome overfitting, provide stable 
and accurate predictions, and provide information about 
the importance of features in prediction. 

In this program, there are several types of visualizations 
used to analyze and understand the dataset and 
classification results using the Random Forest model, 
namely: Countplot, used to display the class distribution 
on the sleep disorder dataset. This helps in understanding 
the distribution of the number of samples in each sleep 
disorder class. Heatmap, used to display the correlation 
between features in the dataset. Heatmap provides a 
matrix visualization with different colors to illustrate the 
level of correlation between features. This helps to see 
the relationship between features and can provide insight 
into potentially influential features in classification. 
Countplot, used to display the number of sleep 
disorders by gender. This 

countplot provides information about the distribution of 
the number of samples in each sleep disorder class by 
gender. Bar plot, used to display the accuracy of the 
Random Forest model. This bar plot provides a 
visualization of the model accuracy in bar form. This 
helps to understand the extent to which the model 
performs well. Heatmap, used to display the Confusion 
Matrix. Confusion matrix provides information about 
the number of correct and incorrect predictions for each 
class. 
 
3.  Results and Discussion 

Based on research using the Random Forest method on 
the Sleep Health and Lifestyle dataset, it can be 
concluded that the Random Forest classification model 
is able to predict sleep disorders with fairly good 
accuracy. In this study, the Sleep Health and Lifestyle 
dataset is used as a data source containing information 
about sleep, and other health factors contained in the 
dataset. This dataset is processed by separating sleep and 
health related features as input features (X) and sleep 
disorders as labels (y). The Random Forest model was 
built using 200 trees and a maximum depth of 10. The 
Gini Index algorithm was used to measure the split 
quality within each decision tree. The model was trained 
using the training subset and evaluated using the testing 
subset. The model evaluation results showed that the 
Random Forest model achieved a good level of accuracy 
on the test data. 
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Figure 7. Class Distribution 

Figure 8. Correlation Between Features 

 

Figure 6. Confusion Matrix 

In addition, the classification report that includes 
precision, recall, and f1-score provides a more detailed 
picture of the model's performance in predicting sleep 
disorders. 

Table 2. Classification Report 

 

From the visualization of the class distribution, it can 
be seen that the dataset has a different number of 
samples for each sleep disorder class. However, the 
model is able to overcome this imbalance and provide 
good results for each class. 

 

 

 

 

 

In addition, correlation analysis of the relationship 
between features and visualization of the number of 
sleep disorders by gender also provide insights into 
factors that may influence sleep disorders. 

 

 

 

 

 

 

 

Thus, this study shows that the use of the Random Forest 
method on the Sleep Health and Lifestyle dataset can be 
an effective model for classifying sleep disorders. The 
results of this study are expected to have the potential to 
contribute to the field of health and medicine, especially 
in the recognition and classification of sleep disorders. 

4.  Conclusion 

This study uses the Random Forest model to classify 
sleep disorders based on sleep-related features, lifestyle, 
and health factors in the Sleep Health and Lifestyle 
dataset. This model is able to overcome overfitting, has 
high accuracy, is resistant to unbalanced data, and 
provides information on the importance of each feature 
in prediction. The evaluation results show that the model 
is effective in predicting sleep disorders with good 
accuracy. The results of this study can be used in more 
effective diagnosis and treatment of sleep disorders. 
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