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Abstract  

Smart mirrors are conventional mirrors that are augmented with embedded system capabilities to provide comfort 
and sophistication for users, including introducing the speech command function. However, existing research still 
applies the Google Speech API, which utilizes the cloud and provides sub-optimal processing time. Our research 
aim is to design speech recognition using Mel-frequency cepstral coefficients (MFCC) and convolutional neural 
network–long short-term memory (CNN-LSTM) to be applied to smart mirror edge devices for optimum 
processing time. Our first step was to download a synthetic speech recognition dataset consisting of waveform 
audio files (WAVs) from Kaggle, which included the utterances “left,” “right,” “yes,” “no,” “on,” and “off. ” We 
then designed speech recognition by involving Fourier transformation and low-pass filtering. We benchmark 
MFCC with linear predictive coding (LPC) because both are feature extraction methods on speech datasets. Then, 
we benchmarked CNN-LSTM with LSTM, simple recurrent neural network (RNN), and gated recurrent unit 
(GRU). Finally, we designed a smart mirror system complete with GUI and functions. The test results show that 
CNN-LSTM performs better than the three other methods with accuracy, precision, recall, and an f1-score of 0.92. 
The speech command with the best precision is "no," with a value of 0.940. Meanwhile, the command with the 
best recall is "off," with a value of 0.963. On the other hand, the speech command with the worst precision and 
recall is "other," with a value of 0.839. The contribution of this research is a smart mirror whose speech commands 
are carried out on the edge device with CNN-LSTM. 
Keywords: convolutional neural network-long short-term memory, Mel-frequency cepstral coefficients, smart mirror, speech 
recognition, edge computing 
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1. Introduction  

Smart mirrors are conventional mirrors augmented with 
embedded system capabilities to provide comfort and 
sophistication for users [1]. Until now, progress in smart 
mirror research has reached several stages, for example 
Bianco et al. [2] created a smart mirror that can detect 
emotions, which can be useful for content 
recommendations. Majumder et al. [3] created a smart 
mirror with features such as date and time, weather, and 
news updates, which can be realized with several APIs 
installed on the Raspberry Pi. Tater et al. [4] 
implemented all the features from the previous 
mentioned research then they added new features, 
namely maps, gestures, and reminders. 

On the other hand, research has implemented speech or 
voice commands on smart mirrors, some with cloud 
support. Yui et al. [5] created a voice command on a 

smart mirror with a cloud library called Sonus, which 
can carry out processing to capture hotwords. Shakir et 
al. [6] created a smart mirror with various capabilities 
where voice commands are carried out via smartphone 
and connected to other devices at home. On the other 
hand, studies have proven that cloud computing 
increases processing time in real-time systems [7]. 
Applying voice commands directly to smart mirror 
devices with the edge computing concept can be a 
research opportunity for optimum processing time. 

Several studies use the long short-term memory (LSTM) 
model as pattern classification in speech recognition. Jo 
et al. [8] tried to make the LSTM model efficient 
because they wanted it implemented on a low-resource 
computer. The paper makes it efficient by matching 
similar LSTM neurons and diminishing them. Other 
studies such as Oruh et al. [9] combines LSTM with 
other models to improve LSTM performance in speech 
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recognition. This research improves performance by 
adding a recurrent neural network (RNN) layer before 
LSTM to increase memory capacity in the forget gate. 
There has never been any research that applies LSTM 
speech recognition to smart mirrors. 

Mel-frequency cepstral coefficients (MFCCs) are 
feature extraction methods in speech recognition whose 
output is a two-dimensional structure [10]. On the other 
hand, two-dimensional-convolutional neural network 
(2D-CNN) produces feature maps from two-
dimensional structural data such as images which are 
useful for deep learning [11]. Several studies have 
utilized CNN-LSTM to improve speech recognition 
performance, such as that done by Alsayadi et al. [12] in 
Arabic. Applying CNN-LSTM to the MFCC map and 
testing its performance is a research opportunity. 

Our research aim is to design speech recognition using 
MFCC and CNN-LSTM to be applied to smart mirrors 
with an edge computing concept that boosts processing 
time efficiency. Our first step was downloading a 
synthetic speech recognition dataset consisting of 
waveform audio files (WAVs) from Kaggle. We then 
designed speech recognition using a flow that utilizes 
Fourier transformation, low-pass filtering, the MFCC, 
and CNN-LSTM prediction. We benchmark MFCC with 
linear predictive coding (LPC) because both are feature 
extraction methods on speech datasets. We then 
benchmark the CNN-LSTM with LSTM, simple RNN, 
and gated recurrent unit (GRU), all of which are 
recurrent deep learning methods. Finally, we designed a 
smart mirror system complete with GUI and functions. 

To the best of our knowledge, no one has ever used 
CNN-LSTM and MFCC-based speech recognition for 
voice commands on smart mirrors. The following is a list 
of our contributions: 

1) MDI as a feature comparison method between 
MFCC and LPC feature extraction. 

2) A CNN-LSTM model for speech recognition with a 
case study of smart mirror speech command, where 
CNN-LSMT is the most optimal model compared to 
other methods. 

3) A smart mirror with an edge computing concept for 
speech command recognition. 

The remainder of this paper is written systematically: 
Section 2 discusses our research methodology. In 
Section 3 we have carried out testing and the results are 
presented. In this section, we also compare our test 
results with state-of-the-art research and formulate 
research contributions. Section 4 contains answers to our 
research objectives. 

2. Research Methods 

We created a methodology to achieve our research aim. 
The dataset for synthetic speech recognition, consisting 
of WAV recordings, was downloaded from Kaggle. 
Next, we create a speech recognition pipeline that uses 
CNN-LSTM, MFCC, low-pass filtering, and Fourier 
transform. Since both are feature extraction techniques 
on voice datasets, we compare MFCC and LPC. We 
compare CNN-LSTM with three iterative deep-learning 
techniques: LSTM, basic RNN, and GRU. Ultimately, 
we created a smart mirror system with a graphical user 
interface and features. Figure 1 explains our research 
workflow in block diagram form. 

 
Figure 1. The research workflow. 

2.1 Edge Computing-Based Smart Mirror Design 

A smart mirror is an advanced interactive device with a 
reflective surface that provides useful personalized 
information for users [13]. These functions are usually 
supplemented by sophisticated interaction methods such 
as touch screens and speech recognition. The three main 
deployment targets for smart mirrors are housing, 
healthcare, and retail stores [14]. In housing, smart 
mirrors become an integral part of smart homes because 
of their speech recognition capabilities [15]. In 
healthcare, smart mirrors can display monitoring results 
from vital signs [16]. Finally, in retail stores, smart 
mirrors can offer virtual try-ons so that users can see 
what clothes look like on them without needing to 
change [17]. 

The devices involved in the smart mirror to perform the 
tasks discussed, including speech recognition, are digital 
displays (LCD TV), Raspberry Pi, and microphones 
[18]. Then, some APIs are useful for retrieving 
personalized information, such as weather and news 
updates from the cloud [19]. Other equipment needed is 
a two-way mirror to cover the digital display and display 
the reflection of the user and speakers for interactive 
response. Raspberry Pi is also equipped with 
communication protocols such as Wi-Fi for interaction 
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with the cloud. Figure 2 shows the design of our 
proposed smart mirror system. 

 

 
Figure 2. The proposed architecture for edge computing-based smart 

mirror which includes the CNN-LSTM speech recognition. 
 

Furthermore, we use Flask to fetch weather and news 
update data from the Open Weather Map Cloud and 
News API Cloud. Flask is a lightweight web framework 
from Python that can create servers and manage request 
and response functions for certain services [20]. By 
setting up a Flask route, we can define endpoints that 
communicate with these APIs, receive the desired 
weather data and news updates, and then display them 
on the smart mirror. Flask can also make periodic 
requests and responses so that the information on the 
smart mirror remains in real-time [21]. 

Moreover, edge computing means moving part of the 
processing in an IoT system from the cloud server to a 
processing unit located closer to the end device or within 
the end device itself [22]. In the case of this research, the 
end device is a smart mirror. This means that the 
Raspberry Pi, acting as the end device in the smart 
mirror, runs selective smart mirror computations. In this 
research, we opt to run speech recognition in the smart 
mirror. We embed speech recognition with Python 
programming in the Raspberry Pi, which. leverages 
CNN-LSTM. 

2.2 Speech Recognition with MFCC and CNN-LSTM 

Speech recognition starts from a WAV-formed voice 
dataset and goes through several stages. These stages are 
pre-processing, digital signal processing (DSP), MFCC 
feature selection, and CNN-LSTM training and 
evaluation. Pre-processing is a series of alterations 
applied to raw data so that the data is ready to be handled 

in machine learning. Meanwhile, DSP involves 
mathematical and programming methods to understand 
and convert signals such as audio, video, and sensor 
signals. Figure 3 shows all the stages in the form of a 
flow chart. 

 

 

Figure 3. The process of speech recognition. 
 

WAV is a widely used audio file which is a raw and 
uncompressed audio data format, so it has rich sound 
information [23]. WAV files developed by IBM and 
Microsoft consist of information such as audio data and 
format specifications [24]. To save format 
specifications, a WAV file has an encoding system that 
manages to store various kinds of information other than 
voice data [25]. Information regarding the number of 
channels is 2 bytes and is in bytes 22 to 23. Next, 
information about the frame rate is 4 bytes, located in 
bytes numbers 24 to 27. Then, information in relation to 
frame size is 4 bytes long; its location is in bytes 28 to 
31. Finally, information with respect to sample width is 
2 bytes long, located in bytes 34 to 35. 

Pre-processing consists of three sub-stages: WAV to 
Numpy array conversion, channel separation, and 
normalization. Numpy array conversion converts a bit 
stream into a logical array with a certain data type, we 
use a 16-bit integer data type. These changes will 
simplify high-level operations on the data. Because the 
WAV channel type has been obtained in decoding the 
WAV file in the previous step, in this step, if the channel 
is stereo, then channel separation is carried out. The last 
step is normalization, where this stage is important to 
ensure that the amplitude range throughout the dataset 
has consistent values [26]. The normalization formula is 
as follows: 

𝑥′ = 	
𝑥

|𝑋|!"#
	 , 𝑥 ∈ 𝑋 (1) 
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where 𝑋 is the dataset and 𝑥’ is the normalized result of 
𝑥. 

The next step in speech recognition is DSP, where this 
step consists of two sub-steps: Fourier transform and 
low-pass filtering. Fourier transform converts signals 
from the time domain to the frequency domain [27]. 
Fourier transform is useful in speech recognition for 
frequency analysis and is also useful for the MFCC 
feature selection stage. The following is the formula for 
discrete Fourier transform (DFT): 

𝑋′[𝑘] = 	 0 𝑋[𝑛] ∙ 𝑒$%
&'
( )*

($+

*	-	.

(2) 

where 𝑋′[𝑘] is the output DFT, 𝑁 is the amount of data 
analyzed, 𝑋 is the time domain signal input, and 𝑗 is an 
imaginary number. A low-pass filter removes high-
frequency components in the signal and removes noise 
[28]. The function of the low-pass filter in speech 
recognition is to improve the performance of speech 
features in the dataset. The following is the formula for 
a low-pass filter: 

𝑋′[𝑛] = 𝑋[𝑛] ∗ 𝐻[𝑛] = 0 𝑋[𝑚] ∙ 𝐻[𝑛 −𝑚]
/

!-$/

(3) 

where 𝑋′ is the result of the low-pass filter, ∗ is the 
convolution operation, and 𝐻 is the impulse response of 
the filter. 

The step after DSP in speech recognition is MFCC 
feature selection. MFCC is a process that captures the 
short-term power spectrum of a sound signal [29]. The 
meaning of MFCC is a cepstral representation of an 
audio clip by performing a Fourier transform on a signal 
window and mapping its power on the Mel scale. This 
process's results resemble the human ear's sensitivity to 
different frequencies. The MFCC (𝑀(𝑛)) process 
involves the discrete cosine transform (DCT) of the log 
filterbank energy, where the formula is as follows: 

𝑀(𝑛) =0𝑙𝑜𝑔(𝑆(𝑘))𝑐𝑜𝑠 C
𝜋𝑛
𝐾 F𝑘 −

1
2GH

0

)-+

, 𝑛 ∈ 𝑁 (4) 

where 𝑆(𝑘) is the Mel scale, 𝐾 is the number of Mel 
scales, and 𝑁 is the dataset size. MFCC results are two-
dimensional data because they represent the time-
frequency characteristics of a sound. 

The two-dimensional MFCC results help train the CNN-
LSTM model because the convolutional layer can 
capture spatial features. A CNN-LSTM hybrid model 

combines the strengths of both deep learning techniques 
in special cases, such as speech recognition, that utilizes 
MFCC feature extraction [30]. A 2D-convolutional layer 
produces a feature map by applying a convolutional 
filter to two-dimensional information such as a 
spectrogram. The formula is as follows: 

𝑦 = 𝑓(𝑊 ∗ 𝑥 + 𝑏) (5) 

where ∗ is the convolution operation, 𝑊 is the weights 
neuron, and 𝑏 is the bias neuron. Neurons in LSTM can 
capture temporal dependencies in sequential data 
because they have memory in their cells (ℎ1). In this 
case, LSTM captures sequential dependencies in the 
feature map resulting from the 2D convolutional layer. 
Here are the formulas involved: 

ℎ1 = 𝜎(𝑊#𝑥1 +𝑊2ℎ1$+ + 𝑏) (6) 

where 𝜎 is the activation function, 𝑊# is the input 
weights, 𝑊2 is the state weights, and 𝑏 is the neuron bias. 

Deep learning training requires several hyperparameter 
tuning to obtain a model that has optimum performance 
[31]. In this research, we carry out tuning to obtain 
values for the optimum model. Table 1 summarizes the 
hyperparameters we set. The important and influential 
hyperparameters are dropout rate, optimizer, learning 
rate, epochs, and batch size. The training and validation 
comparison curve can show whether there is overfitting 
or not. These hyperparameter settings are achieved 
through iterative empiric tests, which also involve the 
three other benchmark methods: LSTM, simple RNN, 
and GRU. Therefore, the three benchmark methods also 
use the same hyperparameter settings. 

Table 1. CNN-LSTM Tuned Training Hyperparameters. 
Variable Value 
Train:Test Data 80%:20% 
Drop Out Rate 0.2 
Optimizer Adam 
Learning Rate 0.001 
Epochs 150 
Batch Size 300 
Validation Split 10% 

 

As a feature generator, we benchmark MFCC with LPC. 
LPC performs feature extraction on sound signals by 
representing the spectral envelope of the information 
[32]. LPC looks for correlations between each sample in 
a speech signal and a linear combination of previous 
speech signals. This method estimates the parameters of 
the linear model using techniques such as 
autocorrelation or covariance, which are then used to 
predict future samples. We compare the performance of 
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the MFCC and LPC feature results with MDI, a 
technique for determining nodes in a random forest [33]. 
MDI can measure feature performance because MDI 
measures the average decrease in the Gini index of a 
feature during training [34]. The greater the value of an 
MDI, the greater the feature's contribution to a machine-
learning model [35]. 

LSTM is a recurrent neural network method that 
captures temporal dependencies in sequential data. We 
benchmark LSTM with two other RNN methods namely 
simple RNN and GRU. Unlike LSTM which uses three 
gates (input, output, and forget gate), simple RNN uses 
only one number of gates [36]. The disadvantage is that 
simple RNNs have difficulty organizing information in 
sequential data, making it difficult to capture long-term 
dependencies. Compared to LSTM, which has three 
gates, GRU only has two gates: the reset gate and the 
update gate [37]. This makes GRU able to capture long-
term dependencies like LSTM, on the other hand, 
simpler like RNN [38]. With a smaller number of gates, 
GRU and simple RNN have faster training times than 
LSTM [39]. 

3.  Results and Discussion 

3.1 Results 

We downloaded the Synthetic Speech Commands 
Dataset from Kaggle uploaded by Johannes Buchner. 
The dataset is 1.77 GB in size and contains 83,700 WAV 
files. There are 30 utterances in the dataset, of which we 
selected 7: “left,” “no,” “off,” “on,” “other,” “right,” and 
“yes,” where “other” contains a mix of several utterances 
that we combined. We perform pre-processing on the 
dataset consisting of Numpy array conversion, channel 
separation, and normalization. Then we perform DSP 
consisting of a Fourier transform and a low-pass filter. 

Figure 4 shows the Fourier transform of a speech dataset 
sample. The x-axis shows the frequency component of 
the signal, in units of Hertz (Hz). The frequency ranges 
between -0.5 Hz and 0.5 Hz, which indicates that the 
speech has negative and positive frequencies. The 
Fourier transform usually shows symmetric results 
between the negative and positive components. The Y-
axis shows the amplitude of each frequency component 
whose units are decibels (dB). The highest peak 
amplitude reaches up to 100 dB, where there are several 
sub-peaks, which indicates that the speech has several 
dominant frequencies. The highest peak amplitude 
indicates the formant, which has significance in 
phoneme recognition. The center frequency is at 0 Hz, 
but this is a result of normalization. The original sound 
centered at 0 Hz indicates a low sound. 

 

Figure 4. The Fourier Transform of a Speech Dataset Sample. 
 

Figure 5 shows a comparison of the raw normalized 
speech signal sample (top image) with the filtered results 
of the speech signal (bottom image). In the original 
signal, it can be seen that there are signals with high 
amplitude. After filtering, the signal no longer prevails. 
This shows that a signal with a high amplitude has a high 
frequency. Because high-frequency signals are filtered 
by a low-pass filter, they are removed from the original 
signal. In accordance with its function, low-pass filtering 
produces a smoother sound signal. High-frequency 
signals that are unneeded in speech recognition are 
removed in this process. 

 

Figure 5. The comparison of a sample speech signal before and after 
low-pass filtering. 

 

After performing DSP, the next step is to perform MFCC 
feature extraction. Figure 6 shows the time-varying 
spectral features of a speech sample in the dataset. The 
x-axis shows time, whereas the duration shows that the 
speech occurs in one second. The Y-axis shows the 
central coefficient, where a low coefficient shows 
broader spectral features and a high coefficient captures 
better detail. The plot shows that the lower coefficients 
have higher values, indicating that speech energy is 
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concentrated in the lower spectral region, which is 
common in human speech. Changes in the central 
coefficient over time show that many salient features can 
be captured in a speech. 

 

Figure 6. The MFCC of a sample speech data. 
 

We benchmark the performance of the MFCC feature 
with LPC. Figure 7 shows the comparison of MDI scores 
between the two features. Each feature is represented by 
13 features, each of which is extracted from the speech 
dataset. The bar plot is on a log scale, meaning the 
graph's y-axis increases exponentially. The average MDI 
score of MFCC features is 0.07686, while the average 
MDI score of LPC features is 0.00006. The feature 
performance of MFCC is notably higher than that of 
LPC. This shows the superiority of MFCC in capturing 
relevant information. 

 

Figure 7. MFCC and LPC features comparison based on MDI score 
in log scale. 

 

In the next testing step we compare CNN-LSTM with 
LSTM, simple RNN, and GRU. Comparing the training 
curve and validation curve can see whether there is 
overfitting or not. Figure 8 shows the curve. The four 

methods show good learning rates. In training, CNN-
LSTM has the worst plateau. However, in validation, 
LSTM, simple RNN, and GRU show overfitting, while 
CNN-LSTM does not. Validation loss curve shows that 
CNN-LSTM has the best plateau among all methods. 

Next, we compare CNN-LSTM with LSTM, simple 
RNN, and GRU in the next testing step. Comparing the 
training and validation curves enables the observation of 
possible overfitting occurrences. Figure 8 shows the 
curves. The four methods show good learning rates, 
visible through each loss's decreasing trend. In training, 
CNN-LSTM has the worst plateau. However, LSTM, 
simple RNN, and GRU show overfitting in validation, 
while CNN-LSTM does not. The validation loss curve 
shows that CNN-LSTM has the best plateau among all 
methods. These results should reflect on further 
performance measurement comparisons. 

 

(a) 

 

(b) 
Figure 8. Loss curve comparison of CNN-LSTM, LSTM, Simple 

RNN, and GRU (a) Training Data (b) Validation Data. 
 

The next test in benchmarking the performance of CNN-
LSTM as speech recognition is to compare the method's 
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accuracy, precision, recall, and f1-score with LSTM, 
simple RNN, and GRU. Figure 9 shows a bar plot 
comparing the performance of the four methods. CNN-
LSTM has the best accuracy, precision, recall, and f1-
score compared to the other three methods, with a value 
of 0.92 for all four metrics. Simple RNN is the second-
best method, with a value of 0.91 for all four metrics. 
GRU is the third-best method with accuracy, precision, 
and an f1-score of 0.90, followed by a recall of 0.89. The 
method with the worst performance is LSTM, which has 
a performance of four metrics with a value of 0.89. 

 

Figure 9. Bar plot showing performance comparison of speech 
recognition methods. 

 

Speech recognition in this research classifies six types of 
commands for smart mirrors, namely "left," "right," 
"off," "on," "no," and "yes." In this test, we compared 
the performance of CNN-LSTM in classifying the six 
commands and non-commands ("other"). Figure 10 
shows the confusion matrix. The label with the best 
precision is "no," with a value of 0.940. Conversely, the 
label with the worst precision is "other," with a value of 
0.880, where 18 of the labels predicted to be "other" 
were actually "on." 

As mentioned earlier, the Kaggle speech dataset contains 
30 utterance labels, and we believe six of them are useful 
for the speech command of our smart mirror: “left,” 
“right,” “yes,” “no,” “on,” and “off.” We create a 
seventh label called “other” that contains a mix of 
several utterances that we combined. Based on the 
speech recognition test per label, “left” is the second 
label with a precision below 0.900; now, 26 of the labels 
predicted as “left” should be “other" or “yes.” Then the 
label with the best recall is "off," with a value of 0.963. 
In contrast, the label with the worst recall is “other,” with 
a value of 0.839; some 47 of the labels that should have 
predicted “other” instead predicted “on,” “off,” or “left.” 

Finally, the label with the best f1-score is “off,” with a 
value of 0.949. Meanwhile, the label with the worst f1-
score is "other," with a value of 0.859. 

 

Figure 10. The confusion matrix showing the classification 
performance of CNN-LSTM on seven types of command speeches. 

 

Finally, we designed a smart mirror that can display time 
and date, weather, and news updates, and use voice 
commands for control. We use Flask for API requests 
and Tkinter for GUI development. Figure 11, Figure 12, 
and Figure 13 show the display of three menus, news 
update, weather, and time and date, respectively. The 
speech commands "left" and "right" are useful for 
navigating the display between the three menus. Then 
the commands "yes" and "no" are practical for updating 
each menu. Finally, the "on" and "off" commands are 
instrumental in activating and deactivating the smart 
mirror. 

 

Figure 11. The smart mirror news update display. 
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Figure 12. The smart mirror weather display. 
 

 

Figure 13. The smart mirror time and date display. 
 

3.2 Discussion 

Rauh et al. [40], in their paper, said that the speech 
frequency spectrum is sharp, high, and assembled in the 
middle. Meanwhile, the frequency spectrum of ordinary 
sounds appears even, spread out, without peaks. This is 
in line with our Fourier transform analysis of the speech 
dataset that we downloaded from Kaggle. The sounds we 
analyzed had the highest peak amplitude reaching up to 
100 dB, where there were several sub-peaks, which 
shows that the speech had several dominant frequencies. 

Ahmad et al. [41] mentioned that a low-pass filter 
removes high frequencies in sound thereby increasing 

the accuracy of speech recognition. High-frequency 
sounds in WAV speech files are usually background 
noise. This is in line with what we tested. In our study, 
before the low-pass filter, the amplitude range of 
normalized speech reached up to 1.0 dB, whereas after 
the low-pass filter, the range decreased to up to 0.5 dB, 
which shows that the removed high frequencies have 
high amplitude. 

MDI is a method that has been widely used in the 
machine learning process in existing research. Altaf et 
al. [42] used MDI as feature selection in ensemble 
voting for disease diagnosis. Then Sandri et al. [43] used 
MDI to improve the performance of random forests and 
gradient boosting by analysing and correcting biases in 
these ensemble models. In this study, we use MDI to 
compare feature performance between MFCC and LPC, 
where MFCC has an average MDI score of 0.07686, 
while the average MDI score of LPC features is 0.00006. 
The results of this comparison was instrumental on 
defining high-quality features in speech recognition. Our 
research contribution is MDI as a feature comparison 
method between MFCC and LPC feature extraction. 

Several studies have used CNN-LSTM for speech 
recognition with various case studies. Alsayadi et al. 
[12] used the hybrid model for Arabic speech 
recognition by looking at the effect of diacritics on 
speech recognition abilities. Kim et al. [44] used CNN-
LSTM for speech recognition by looking at the influence 
of speech disorders in speech recognition. The research 
also found that the hybrid model performed better than 
LSTM for the case study. Our research contribution is a 
CNN-LSTM model for speech recognition with a case 
study of smart mirror speech command, where the 
hybrid model is the most optimal model compared to 
other methods. 

Several studies have implemented smart mirrors with 
various functionalities. Paper [5] created a smart mirror 
with time plus date and weather functionality, then used 
voice commands. Papers [3] dan [4] built a smart mirror 
with features, namely time and date, weather, and news 
updates, and is equipped with voice commands. Paper 
[6] constructed a smart mirror with features, namely 
time, weather, and news updates, and is equipped with 
voice commands, where the voice commands used a 
cloud service, namely the Google Speech API. We 
implemented the speech command recognition feature 
using CNN-LSTM on a Raspberry Pi. This forms the 
concept of edge computing on smart mirrors and 
increases processing time on real-time-based smart 
things. Table 2 summarizes the comparison of features 
from related research regarding smart mirrors. Our 
research contribution is a smart mirror with the edge 
computing concept for speech command recognition. 

 



Aji Gautama Putrada1*, Ikke Dian Oktaviani2, Mohamad Nurkamal Fauzan3, Nur Alamsyah4  
Journal of Dinda: Data Science, Information Technology, and Data Analytics  

Vol. 4 No. 2 (2024) 63 – 74  
 

 
Journal of Dinda: Data Science, Information Technology, and Data Analytics  

Vol. 4 No. 2 (2024) 63 – 74 
71 

 
 

Table 2. Features Comparison of Related Works on Smart Mirror. 

Cite 
Time 

& 
Date 

Weather News 
Update 

Speech 
Command 

Edge 
Computing 

[3] ✔ ✔ ✔ ✔ ✘ 
[4] ✔ ✔ ✔ ✔ ✘ 
[5] ✔ ✔ ✘ ✔ ✘ 
[6] ✔ ✔ ✔ ✔ ✘ 

Proposed 
Method ✔ ✔ ✔ ✔ ✔ 

 

4.  Conclusion 

This research aims to apply CNN-LSTM to a smart 
mirror for speech command recognition to form the 
concept of edge computing. We benchmark CNN-LSTM 
with LSTM, simple RNN, and GRU methods. Our 
proposed smart mirror can detect six types of voice 
commands: “left,” “right,” “yes,” “no,” “on,” and “off.” 
The test results show that CNN-LSTM performs better 
than the three other methods with accuracy, precision, 
recall, and an f1-score of 0.92. The speech command 
with the best precision is "no," with a value of 0.940. 
Meanwhile, the command with the best recall is "off," 
with a value of 0.963. On the other hand, the speech 
command with the worst precision and recall is "other," 
with a value of 0.839. The contribution of this research 
is a smart mirror whose speech commands are carried 
out on the edge device with CNN-LSTM. 
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