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Abstract   

Investing funds with the expectation of future profit is a common financial strategy. Among various investment 
types, stocks are particularly attractive due to their potential for high returns. However, stock prices can fluctuate 
rapidly, influenced by factors such as company performance, interest rates, economic conditions, and government 
policies. In Indonesia, PT Bank Rakyat Indonesia Tbk (BBRI) reported the highest profit among the top 10 banks 
by the end of March 2024, with a profit of IDR 13.8 trillion. This study compares the effectiveness of linear 
regression, decision tree, and gradient boosting in predicting the stock price of Bank Rakyat Indonesia. The study 
aims to identify the most effective method among the three models by evaluating their accuracy and precision 
using metrics such as Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Mean Absolute Percentage 
Error (MAPE), and R-squared (R2). The results show that linear regression provides the best performance with an 
MAE of 65.724, RMSE of 86.746, MAPE of 9.951%, and the highest R2 value of 0.967, suggesting excellent 
predictability. Gradient Boosting also shows good performance with an MAE of 176.546, RMSE of 252.198, 
MAPE of 8.506%, and an R2 value of 0.721. The Decision Tree has the lowest performance among the three 
models, with an MAE of 199.322, RMSE of 278.501, MAPE of 8.596%, and an R2 value of 0.659. Based on the 
analysis, linear regression is recommended as the most reliable prediction model for practical use in this context, 
while gradient boosting can be considered for more accurate long-term predictions. 
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1. Introduction  

An investment is the placement of a current amount 
of funds in the hope of generating a profit in the 
future [1]. There are several kinds of investments, 
generally including savings, lending, gold, deposits, 
bonds, stocks, and property [2].  

A share is proof of ownership of a person or legal 
entity in a company and is usually in paper form [3]. 
Investing in stocks is a very exciting thing because it 
can bring great returns to investors. However, 
investors often face risks because the price of stocks 
always fluctuates very quickly [3]. Factors 
influencing stock price changes include company 
conditions and performance, dividends, interest 
rates, risks, economic conditions, government 
policies, current issues, inflation rates, and supply 
and demand[4]. In the stock market, there are nine 
stock sectors: agricultural, mining, basic and 
chemical industries, machinery, goods and 

consumer industries, property and building 
construction, infrastructure and transportation, trade 
and investment, and finance and banking [5].  

In Indonesia, there are 10 banks with the highest net 
profits. By the end of March 2024, PT Bank Rayat 
Indonesia Tb (BBRI) had become the largest 
profitable bank in Indonesia. This is demonstrated 
by the profit recapitulation of the top 10 RI banks per 
quarter 1 in 2024, where BRI earned a profit of IDR 
13.8 trillion. Higher returns attract more investors to 
purchase equities, increasing demand and potentially 
lowering stock prices. Therefore, accurate stock 
price prediction is crucial for investors to make 
informed decisions. 

Predicting stocks is an attempt to forecast future 
stock prices in order to maximize potential returns 
for investors while making investment decisions [3]. 
Accurate predictions help investors make sound 
investment decisions. Various methods have been 
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developed for stock price prediction, from traditional 
statistical models to advanced machine learning 
algorithms. This study focuses on comparing Linear 
Regression, Decision Tree, and Gradient Boosting 
methods for predicting the stock price of Bank 
Rakyat Indonesia. 

Understanding the most effective method for stock 
price prediction is essential for investors and 
financial analysts. Accurate predictions can lead to 
better investment strategies and higher returns. 

Linear regression makes it possible to model 
relationships between independent variables (inputs) 
and dependent variables in the form of linear 
equations [6]. Previous research on Bri's stock price 
prediction uses a linear regression algorithm as a 
strategy to sell and buy stocks found an optimal train 
and test ratio of 80:20 and the error result of the 
prediction calculated using MAPE produced a 
percentage of 13,773% for the test data [4].  

Decision Tree is a classification algorithm expressed 
as a recursive partition of a sample space. A decision 
tree consists of a node that forms a root tree, which 
means a tree is directed by a knot called a root. A 
node with an outward edge is called an internal or 
test node. All other knots are called leaves. In the 
decision tree, each internal node divides spaces, for 
example, into two or more subspaces according to a 
particular discrete function of the value attribute [7].  

Gradient Boosting algorithm combines a weak 
learner into a single strong learns iteratively[8]. In a 
previous study entitled “BCA Bank Share Price 
Prediction Using XGBoost” it was found that 
XGBoost good forecast accuracy with a MAPE of 
4.01 percent using hyperparameter settings. 
However, due to the COVID-19 epidemic, the 
predictions were somewhat less accurate in March 
2020 [8]. 

The inclusion of these models allows for a 
comprehensive comparison to identify the most 
accurate method for stock price prediction, focusing 
on minimizing errors using metrics such as Mean 
Absolute Error (MAE), Mean Absolute Percentage 
Error (MAPE), Mean Squared Error (MSE), Root 
Mean Squared Error (RMSE), and R-squared.  

The selection of Linear Regression, Decision Tree, 
and Gradient Boosting is based on their distinct 
approaches and proven effectiveness in previous 
studies. This study aims to compare the performance 
of Linear Regression, a basic yet powerful statistical 
method. Decision Tree, known for its interpretability 
and Gradient Boosting, recognized for its high 
accuracy and ability to handle complex 
relationships.  

Based on the reasons and the research, the question 
that arises in this study is How to Compare Linear 
Regression, Decision Tree, and Gradient Boosting to 
Predict the Stock Price of Bank Rakyat Indonesia? 

2. Research Methods 

This research method starts with collecting data, 
processing data, training data, modelling, testing 
data and evaluation. Here's a diagram that shows in 
Figure 1. 

 
Figure 1. Flowchart Research 

2.1 Collecting Data 

At this stage, the collection uses a data set obtained 
from the Yahoo Finance website, accessible via the 
link 
https://finance.yahoo.com/quote/BBRI.JK/history/ . 
This data set is a data set of the stock price of Bank 
Rakyat Indonesia for the period from 01 July 2019 
to 01 July 2024, and has seven attributes: Date, 
Open, High, Low, Close, Adj Close and Volume. 

2.2 Processing Data 

The preprocessing phase of this study is utilized to 
process the obtained datasets, thereby facilitating 
data processing on the model. The data set 
processing procedures will be performed based on 
the data sets that have already been obtained in order 
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to expedite future data processing. This data is 
processed in two stages: first, the typed data date is 
changed to datetime, and then the adj close column 
is removed because it is unnecessary. 

 
Figure 2. Result Processing Data 

2.3 Data Training Splitting 

At this stage, the data that has been collected will be 
divided into two subsets: training data and testing 
data. This process is known as data splitting. This 
data division is very important in machine learning 
because it allows us to train models on specific data 
and test the performance of models. Where the ratio 
of each training data and testing data is 80:20. 

2.4 Modelling  

In this phase there are three methods of algorithms 
used to model the prediction of the stock price, and 
these are the following: 

2.4.1 Linier Regression 

A statistical procedure called a linear regression 
algorithm is used to determine the impact of one or 
more variables on a single variable. A variable that 
is subject to change is called a variable. The 
variables that affect are called independent or free 
variables. A regression equation where Y is the 
predicted value can be seen in equations 1 and 2 [9]. 

𝑌 = 𝑎 +	𝑏!𝑋!																																																											 

𝑌 = 𝑎 +	𝑏!𝑋! +	𝑏"𝑋" +⋯+ 𝑏#𝑋#																	(1) 

The values of a and b can be calculated using 
equations 2 and 3.  

𝑎 = 	
(∑𝑦)(∑𝑥") −	(∑𝑥)(∑𝑥𝑦)

𝑛(∑𝑥") −	(∑𝑥") 																				(2) 

𝑏 = 	
(∑𝑥𝑦) −	(∑𝑥)(∑𝑦)
𝑛(∑𝑥") −	(∑ 𝑥") 																																(3) 

where, Y is the responsive variable or the non-free 
variable (dependent), X is the predictor or 
independent variable, a is the constant, and b is the 
regression coefficient. 

2.4.2 Decision Tree 

The decision tree consists of a set of nodes that are 
connected by branches. There are three types of 
nodes in the decision tree [10]:  

1. A root node is a node that does not have an 
input but has more than one output.  

2. An internal node has one input and more than 
two outputs.  

3. A leaf or terminal node has one input and no 
output.  

On every decision tree, each leaf has a class name. 
The root node and the internal node contain the rules 
used to distinguish data that has different characters. 
To calculate it, use the following formula: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = 		9−	𝑝𝑖. 𝑙𝑜𝑔"	𝑝𝑖
#

%&!

																							(4) 

Where S is the set of cases, n is the number of 
partitions of S, and pi is the ratio of Si to S. 

To calculate it, use the following formula: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −	9
|𝑆𝑖|
|𝑆|

#

%&!
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)																					(5) 

Where S is the set of cases, A is the feature, n is the 
number of partitions of the attribute A, |Si | is the 
ratio of Si to S, |S | is the number of cases in S. 

2.4.3 Gradient Boosting 

The gradient boosting algorithm works sequentially 
by adding previous predictors that do not match the 
prediction to the ensemble, ensuring that previously 
made errors are corrected [11]. Gradient Boosting 
starts with creating an initial model, then gradually 
adjusting new models by reducing prediction errors. 
This process is done continuously until the most 
accurate model is obtained [12]. 

−𝑙𝑜𝑔𝐿1 = 	−	9𝑦% log(𝑜𝑑𝑑𝑠) 	log	(1
'

%&!
+ 𝑒()*(,--.))																														(6) 
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2.5 Testing Data 

After training, the model is tested on the testing data. 
The model makes predictions on this data, and these 
predictions are compared against the actual values to 
evaluate performance. This process is crucial 
because it helps us understand how well the model 
can generalize the knowledge it gained during 
training to new, unseen data. In other words, we 
want to ensure that the model is not just memorizing 
the training data but is also capable of making 
accurate predictions when given new data. 

2.6 Evaluation  

The evaluation metrics used to measure the 
performance of the model are Mean Absolute Error 
(MAE), Root Mean squared error (RMSE), Mean 
Absolute Percentage Error (MAPE) and R-squared 
(R2). 

2.6.1 MAE  

Mean Absolute Error (MAE) is one of the evaluation 
methods commonly used in data science. MAE 
calculates the average of the absolute difference 
between predicted values and actual values[13].  

In other words, the MAE calculates how much the 
absolute error averages in predictions. The smaller 
the MAE value, the better the quality of the model.  

𝑀𝐴𝐸 =	 !
#
× ∑ |𝑦% − 𝑦O𝑖|"#

%&!            (7) 

Where n is the number of samples in the data, yi is 
the actual value, ŷi is the prediction value 

2.6.2 RMSE  

Root Mean Square Error (RMSE) is a derivative of 
Mean Squared Error (MSE). The way to calculate it 
is to sum up all the squares of the prediction error, 
then divide the amount by the amount of prediction 
data, and finally take the root of the result. To 
calculate RMSE on equation 8 [14]. 

𝑅𝑀𝑆𝐸 = Q!
#
× ∑ (𝑦𝑖 − 𝑦O𝑖)"#

%&! 	                            (8) 

Where n is the number of samples in yi data is the 
actual value ŷi is the prediction value 

 

 

2.6.3 MAPE 

Mean Absolute Percentage Error (MAPE) is another 
evaluation method used in data science. MAPE 
calculates the average of the percentage difference 
between the predicted value and the actual value [5].  

In other words, MAPE calculates how much the 
average error in the prediction is as a percentage of 
the actual value. The smaller the value, the better the 
quality of the model. Next on Equation 9 is the 
calculation formula MAPE.  

𝑀𝐴𝑃𝐸 =	 !
#
∑ |12341567,8921.3|

|123415|
× 100                   (9) 

where n is the amount of data or record, forecast is 
the estimated or predicted value, and actual is the 
actual value. 

To determine the accuracy of the MAPE method, the 
error rate is calculated in percentages. This 
percentage is the result of the formula MAPE, which 
can be calculated using equation 10 [9].  

𝐿𝑒𝑣𝑒𝑙	𝑜𝑓	𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100%−𝑀𝐴𝑃𝐸               (10) 

In the case of forecasting, a high level of accuracy 
serves as an indication that the predicted value is also 
very accurate. On the contrary, if the level of 
precision is low, then the predicted value is less 
accurate as well. In simpler terms, the value of the 
forecasted level is directly correlated with the value's 
accurate level. The value criteria MAPE show in 
table 1 [9].  

Table 1. Table MAPE value criteria  
MAPE value Criteria 
<10% Very good 
10% - 20% Good 
20% - 50% Enough 
>50% Bad 

 

2.6.4 R2 (determination coefficient) 

The value of the determination coefficient is 0 < R2< 
1. The higher the value of R2, the better the model 
because of the greater diversity of dependent 
variables that can be described by independent 
variables. The calculation of R2 can be done with 
equation 11[15]. 

𝑅" = 1 −	
	𝑆𝑆	𝑒𝑟𝑟𝑜𝑟
𝑆𝑆	𝑡𝑜𝑡𝑎𝑙 = 1 −	

∑ (𝑦𝑖 − 𝑦O𝑖)"#
%&!
∑ (𝑦𝑖 − 𝑦Y)"#
%&!

				(11) 
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Where R2 determination coefficient yi is the 
observation bound variable i ŷi is the value 
approximated with the regression model for 
observation i, �̅� is the average of the observed 
variable in all observations. 

3.  Results and Discussion 

3.1 Description Dataset 

In this study, the data set obtained from the Yahoo 
Finance website, this data set is a data set of the stock 
price of Bank Rakyat Indonesia for the period 
beginning from July 1, 2019 to  July 1, 2024 
amounting to 1213 lines. Quotes are the history data 
of the Close Prize as shown in Figure 4.  

 
Figure 3. Close Price Over Time 

 
3.2 Split Dataset  

The datasets are divided into training and testing sets 
with a 80:20 ratio to test the performance of the 
predictive model. Split datasets based on figure 4 

 
Figure 4. Split Dataset 

 
3.3 Result Evaluation Model 

Results from a linear regression, decision tree, and 
gradient boosting algorithm comparison like in 
figure 5.  

 
Figure 5. Result Evaluation Model 

Figure 5 shows that the Gradient Boosting model has 
good performance, with the lowest MAPE score of 
8.51, indicating that this model is capable of 
predicting with relatively smaller errors than other 
models. Here is a comparison graph of the prediction 

data with the testing data on the Gradient Boosting 
model found in figure 6. 

 
Figure 6. Result Testing Gradian Boosting 

Here is the result comparison of the actual closing 
price and the prediction closing price using the 
gradient boosting model found in figure 7. 

 

Figure 7. Comparation of Actual and Prediction Price of Stock 
using Gradient Boosting Model 

 
Figure 8 is a comparative graph of the prediction 
data with the testing data on the Decision Tree 
model.  

 
Figure 8. Result Testing Decision Tree 

The result of the decision tree is an MAE of 206.82, 
with an RMSE of 282.30, a MAPE of 8.62, and an 
R2 of 0.65. This model shows the least optimum 
performance among the three models tested. 
Although it has a fairly low MAPE, high MAE and 
RMSE values indicate that the model is less accurate 
in predicting stock prices than the other two models. 

 

Figure 9. Comparation of Actual and Prediction Price of Stock 
using Decision Tree Model 
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Figure 9 show that the result comparison of the 
actual closing price and the prediction closing price 
using the decision tree model. 

 

Figure 10. Result Test Linier Regression 
On figure 10 is a comparison graph of the prediction 
data with the testing data of the Linear Regression 
model. The Linear Regression model showed the 
best performance with the lowest MAE and RMSE 
values, as well as the highest R2 value of 0.96. It 
showed that linear regression was able to predict the 
stock price with a high degree of accuracy and 
relatively low error.  

 

Figure 11.Comparation of Actual and Prediction Price of Stock 
using Linier Regression Model 

Figure 11 show that the result comparison of the 
actual closing price and the prediction closing price 
using the linier regression model. 

4.  Conclusion 

In this comparative analysis, three predictive models 
have been tested to predict the stock price of Bank 
Rakyat Indonesia: Linear Regression, Decision Tree, 
and Gradient Boosting. The results of the analysis 
show that each model has different performance in 
terms of accuracy and prediction precision. 

Linear regression provides the best performance 
with a Mean Absolute Error (MAE) of 65,724, Root 
Mean Square Errors (RMSE) of 86.746, and Mean 
Absolute Percentage Error (MAPE) of 9.951%. The 
model also has the highest R-squared (R2) value of 
0.967, suggesting that linear regression has excellent 
predictability and can explain about 96.7% of 
variability in the data. 

Gradient boosting showed good performance with 
an MAE of 176.546, an RMSE of 252.198, and a 

MAPE of 8.506%. The model has an R2 value of 
0.721, suggesting that gradient boosting is able to 
explain about 72.1% of the variability in the data. 
Although not as good as linear regression, this model 
still gives quite accurate results. 

The decision tree has the lowest performance among 
the three models, with an MAE of 199.322, an 
RMSE of 278.501, and a MAPE of 8.596%. The R2 
value obtained at 0.659 indicates that the model is 
only able to explain about 65.9% of variability in the 
data, which means its predictive performance is less 
accurate compared to the other two models. 

Based on the results of this analysis, it can be 
concluded that Linear Regression is the most 
effective model for predicting the stock price of 
Bank Rakyat Indonesia in this study. Although 
Gradient Boosting shows good performance in some 
metrics, Linear Regression remains superior in terms 
of overall accuracy. Therefore, Linear Regression is 
recommended as a reliable prediction model for 
practical use in this context. However, for a more 
accurate prediction in the long term, Gradient 
Boosting can be considered. 
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