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Abstract  

Digitalization in public services raises various sentiments that are very dynamic, one example is the Simpel Pol 
Health Test application made by PT Cipta Sari Arsonia (CSA). The research objective is to obtain useful 
information from accurate community review sentiments for service improvement and feedback for service 
providers and application developers. The method used is Naïve Bayes Classifier with Tf-idf weighting, 
Multinomial Naïve Bayes with review value indicators and review sentences predicted by the BERT method as a 
determinant of sentiment value whether positive or negative. Sentiment towards the application shows quite 
encouraging results, from 3000 data analyzed with 1772 positive reviews and 263 negative reviews, 80% training 
data and 20% test data, the naïve bayes classification model is able to provide a high level of accuracy by giving 
a balanced performance of the two methods, which is 88.7% with a precision of 88.5%, recall of 100% and f1-
score of 93.9%. The data showed that most people gave a positive response to this application, with the dominant 
word being 'easy'. This system was developed using the local-based streamlit framework and proved to be quite 
reliable in developing systems for data processing and web-based data analysis even though the scraping process 
is slightly longer than the google colab service. Future research is expected to be able to predict data that is positive 
or negative with several parameters and several sentiment analysis methods at once and their comparison. 
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1. Introduction  

In recent years, the process of renewing driving licenses 
(SIM) in Indonesia has undergone several changes 
aimed at improving service quality and accessibility. 
However, some issues still need attention, such as the 
high issuance fees and the complexity of the renewal 
process. One potential solution to these problems is the 
Simpel Pol application developed by PT Cipta Sari 
Arsonia (CSA).  

This application facilitates the public in 
applying for and renewing driving licenses online, in 
accordance with the applicable regulations. According to 
Article 81, Paragraph 4 of Law No. 22 of 2009, to obtain 
a driving license (SIM), every individual is required to 
meet health requirements, including physical health 
certified by a doctor and mental health proven by passing 
a psychological test [1]. This provision is reinforced by 
the Indonesian Police Regulation No. 9 of 2012, Article 
36, which states that the mental health aspects tested for 

obtaining a driving license include the ability to 
concentrate, accuracy, self-control, adaptability, 
emotional stability, and work endurance [2]. 

The use of digital technology in the SIM 
renewal service not only helps reduce costs and time but 
also facilitates the public in the application process. This 
research aims to provide a deeper understanding of the 
benefits and challenges of implementing online SIM 
renewal services. This service not only saves applicants' 
queue time but also encourages the public to adapt to the 
digitalization era. By continuously optimizing the use of 
digital technology across various sectors, including 
public services like SIM renewal, Indonesia can 
accelerate its digital transformation and improve the 
overall quality of life for its citizens. 

To delve deeper into the online SIM renewal service 
provided by the government through the Simpel Pol 
application, this research will investigate the reliability 
and speed of public services, which are expected to 
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improve significantly with sentiment analysis. 
Sentiment analysis, also known as opinion mining, is a 
computational study aimed at recognizing and 
expressing opinions, sentiments, evaluations, attitudes, 
emotions, subjectivity, judgments, or views contained in 
a text [3]. 

In this research, the sentiment analysis method 
using the Naïve Bayes algorithm will be employed to 
evaluate the effectiveness of services provided by the 
government, particularly in West Java and Central Java. 
According to several studies, Naïve Bayes has several 
advantages, including computational speed, algorithmic 
simplicity, and high accuracy. Accurate sentiment 
analysis results will serve as an evaluation for relevant 
stakeholders, enabling them to improve the quality of 
services provided. 

Additionally, this research also applies prediction 
using the BERT (Bidirectional Encoder Representations 
from Transformers) method, which is relatively new and 
innovative. This study further develops a system based 
on the Python framework, Streamlit, an open-source 
Python-based framework designed to simplify the 
development of interactive web applications in the field 
of data science and machine learning [4]. 

This research is expected to provide valuable 
insights for relevant stakeholders in enhancing the 
quality of online SIM renewal services. Overall, this 
study serves as a first step in exploring the potential of 
online SIM issuance and renewal services through the 
Simpel Pol application. By utilizing sentiment analysis 
methods and developing a system based on the Python 
framework, it is hoped that the research findings will 
contribute positively to efforts to improve public service 
feedback in Indonesia. The ongoing digital 
transformation in Indonesia will become increasingly 
beneficial if public services can be optimized effectively 
through the appropriate use of technology. 

2. Research Methods 

In this chapter, the research methodology is divided into 
several stages to facilitate understanding of the research 
and will be designed in the following flowchart:  

 
Figure 1.  Research Flow Scheme 

2.1 Problem Identification 

The author conducted observations and identified issues 
within the Simpel Pol application service by analyzing 
user comments and reviews on the Google Play Store. 
Through this analytical method, the author was able to 
pinpoint user-facing problems and assess the quality of 
the provided service. This process involves detailed 
monitoring of user feedback to gain a comprehensive 
understanding of existing shortcomings. By employing 
this approach, the author aims to provide a clear 
depiction of areas that need improvement in the Simpel 
Pol application. 

2.2 Objective Identification 

At this stage, the author explains the framework and 
objectives of the research. In Chapter 1, it was stated that 
the objective of this research is to analyze and classify 
user reviews of the Simpel Pol application on Google 
Playstore using the Naïve Bayes method, which will then 
be developed into a practical system. 

2.3 Literature Study 

The aim of this stage is to identify relevant theories that 
will be used to address the research problems, as well as 
to obtain strong references as a basis for the researcher. 
These references can come from various sources such as 
books, other research studies, and articles on the internet. 

2.4 Data Collection 

The data used in this research consists of primary data 
from reviews of the Simpel Pol application on Google 
Playstore and several secondary data sources from 
research journals, articles, or books from the internet that 
are relevant to the research theme. The method used to 
collect data from application reviews is web scraping, 
conducted with Python and facilitated by Google Colab 
to expedite the data retrieval process. The Python 
programming language library or package used is 
google_play_scraper, which, by simply inputting the 
application package name from Google Playstore, can 
efficiently extract various string-formatted data that can 
be converted into spreadsheet tables, typically in CSV 
format. 

2.5. Preprocessing Data 

Data preprocessing is a crucial step conducted prior to 
the classification process, aimed at transforming the data 
into a form that is more suitable for the Naive Bayes 
algorithm. In research, various issues such as missing 
values, redundant data, or inappropriate data formats 
often hinder the outcomes of the data mining process. To 
address these challenges, preprocessing is necessary. 
This stage involves a series of steps to clean the data, 
making it ready for analysis. The goal of this step is to 
optimize the data used in the classification process, 
ensuring that the results obtained are more accurate and 
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reliable, thereby enhancing the overall reliability of the 
data analysis [5]. Below are some of the preprocessing 
steps: 

a. Text cleaning is the first step after inputting the 
dataset. The next step is to broadly clean the 
data by deleting unused columns, removing 
data that only contains emojis, or eliminating 
unnecessary punctuation marks such as 
exclamation marks, at (@) symbols, and other 
similar characters from each comment and 
review. 

b. Case folding is a step in text processing that 
aims to convert each word into a uniform 
format, specifically lowercase. This process is 
carried out using the lower method on strings in 
Python. The primary purpose of case folding is 
to ensure that all words in the text data are 
processed in a consistent form, namely 
lowercase, to minimize unnecessary variations 
in text analysis [6]. 

c. Stopword removal is the process of filtering out 
insignificant words from the results of 
tokenization, with the aim of selecting 
important words that represent the document 
[7]. Stopwords are eliminated from the text to 
reduce noise and allow the analysis to focus 
more on relevant words. 

d. Tokenizing: In the tokenization process, each 
word is split based on the presence of spaces 
between them, as an initial step that defines the 
boundaries between smaller linguistic units in 
the analyzed text. 

e. Stemming: In this research, the stemming 
process is used as a method to convert words 
with affixes into their base forms. This 
technique utilizes the Sastrawi library to 
perform this transformation, enabling a more 
in-depth analysis of the structure and meaning 
of the analyzed text. 

f. Labeling, Comments are labeled as follows: 
scores of 1 to 2 are categorized as negative, 
scores of 4 to 5 as positive, and a score of 3 as 
neutral. These scores are directly obtained from 
scraping reviews of the Simpel Pol application 
from the Google Play Store using the 
google_play_scraper library, typically found in 
a column named ‘score’. Subsequently, neutral-
labeled data will be translated and predicted 
using the BERT (Bidirectional Encoder 
Representations from Transformers) method 
via the Pipeline sentiment-analysis, initialized 
with the transformer’s library. This library is 
commonly used in research for Language 
Modeling, Question Answering, Machine 
Translation, and Text Summarization. 

2.6 Splitting and Data Analysis 

The labeled data is then divided into two parts: training 
data and test data. Naive Bayes utilizes Bayes' Theorem, 
a straightforward mathematical formula used to 
calculate conditional probability. Conditional 
probability measures the likelihood of an event 
occurring given that another event has already occurred. 
This can include assumptions, hypotheses, statements, 
or evidence. One advantage of this algorithm is that it 
only requires training data to determine the parameters 
needed for the classification process [8]. The general 
formula is expressed in Equation (1). 

 P(A|B) = !(#|%)∙!(%)
!(#)

   (1) 

Description: 

P (A|B) = conditional probability of A given B. 

P (B|A) = conditional probability of B given A. 

P (A) = probability of event A. 

P (B) = probability of event B. 

While calculating accuracy, precision, recall, and f1-
score equations (2), (3), (4), (5).  

accuracy=	 ()*+,-	/0	-1234	5-,61741/89
:;<=>	=?;@A<	;B	CDEFGH<G;AI

 (2) 

precision=	 J-),	!/9141K,	(J!)
J-),	!/9141K,(J!)LMNO9,	!/9141K,	(M!)

  (3) 

recall=	 J-),	!/9141K,	(J!
J-),	!/9141K,	(J!)LMNO9,	(,2N41K,	(M()

 (4) 

F1-Score =  2 ×	!-,7191/8×Q,7NOO
!-,7191/8LQ,7NOO

 (5) 

2.7 Splitting and Data Analysis 

In this final step, the researcher embarked on developing 
a sentiment analysis system utilizing the Naive Bayes 
method. This development was carried out using the 
Streamlit framework, which resulted in the creation of a 
web application specifically designed for sentiment 
analysis. The application was built using the Python 
programming language, allowing the implementation of 
models from the fields of machine learning and data 
science [9]. 

In addition to developing the system, the 
researcher conducted extensive testing using several 
sample datasets to evaluate the system's effectiveness 
and reliability. The process, including the methodology 
and the steps taken, will be comprehensively illustrated 
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in the flowchart presented below.

 
Figure 2.  Schematic of System Development Flow 

The output of the created system includes a table 
containing several columns with preprocessing results, 
evaluation results such as the number of data points 
(positive and negative), a confusion matrix, evaluation 
metrics (classification evaluation), and a word cloud. 

3.  Results and Discussion 

From the above research methodology, this study can be 
summarized with the following key results and 
discussion points: data or dataset scraping, data 
preprocessing, data division and analysis, all developed 
with a web-based system framework (Streamlit). 

3.1 Dataset Scraping 

Data collection was conducted through a process known 
as web scraping, which is a technique for automatically 
extracting information from a website. In this case, data 
was gathered from the Google Play Store using the 
Python programming language, with the assistance of 
the `google_play_scraper` library. This API library 
facilitates the extraction of application information and 
reviews from the Google Play Store without relying on 
third-party or external dependencies [10]. The data was 
collected from the Simpel Pol application package with 
the ID `com.ngi.sim`. The platform used for data 
extraction was Google Colab, which allows for efficient 
cloud-based data storage. 

The dataset scraping process takes a few minutes, but it 
can be faster with a stable internet connection. By using 
Google Colab as the data collection platform, data 
storage is expected to be more efficient because it uses 
cloud storage provided by the platform. Below are the 
results of the dataset scraping using Google Colab: 

 

Figure 3.  Simple Pol Scarping with Google Colab 

The successfully exported data will be processed using 
the Streamlit framework to facilitate usage and create a 
simpler interface. This research aims to create data 
scraping code from Google Colab that can be easily used 
by laypeople. By using Streamlit, the interface is 
expected to be more user-friendly and efficient. The 
ultimate goal of developing this system is to create data 
scraping code that can be used by a wide range of users, 
including laypeople, with a more intuitive and simpler 
interface. 

 

Figure 4.  Streamlit Scraping data play store 

The dataset consists of 2999 entries, starting from index 
0, resulting in a total of 3000 rows of data. The column 
names include username, reviewerid, content or 
comment, review rating, and review date. With the 
content or comment column, the research can proceed to 
data preprocessing. 
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3.2 Dataset Cleaning and Preprocessing 

The data preprocessing stage in this research begins with 
cleaning the data from duplicates, null values, or empty 
entries. Additionally, the data will be converted to 
lowercase for consistency in the analysis. Emoticons 
will be removed, and duplicates will be eliminated to 
make the data more concise and freer from missing 
values. The cleaned comment data will be stored in the 
text_clean column as follows: 

 
Figure 5.  Streamlit text cleaning 

Data that has undergone the cleaning process will be 
processed using the Stopword Removal method to 
eliminate unnecessary words in the processing. The use 
of the NLTK library with a preference for Indonesian is 
expected to enhance the effectiveness of filtering out 
unnecessary words. The Natural Language Toolkit 
(NLTK) is a Python-based platform developed for 
processing text data, including tasks such as stemming, 
classification, tokenization, parsing, and tagging [11]. 
Additionally, the researcher has incorporated several 
abbreviations and non-standard words, such as "yg," 
"ga," and "dgn," to ensure a more effective word filtering 
process. The results will appear as shown below.

 
Figure 6.  Streamlit stopwords removal 

After stopword removal, the text will be divided into 
tokenization. Tokenization is the process of separating 
each word in a sentence and at the same time removing 
certain characters that are considered punctuation marks 
(Asiyah, 2016). After tokenization, the next step 
required is stemming with Indonesian language 
preference. For this, a Python library called Sastrawi is 
used. The process in this library can generate the base 
word in a sentence by removing prefixes, suffixes, 

inserts, or a combination of the three, also known as 
affixes. 

 

Figure 7.  Streamlit tokenization and stemming 

3.3. Sentiment Prediction 

After preprocessing, including data cleaning and 
stemming, the data will undergo prediction and be 
labeled in the label column according to the prediction 
rules outlined in the following table. 

Table 1. Table software and supporting hardware  

Review Score Label 
Review 

Description 

1-2 Negative Data has 
negative 
sentiment 

3 Neutral Data has neutral 
sentiment and 
will be predicted 

4-5 Positive Data has positive 
sentiment 

 

In research, the accuracy of the data utilized is crucial to 
ensuring the validity of the obtained results. One method 
to minimize data uncertainty is through prediction. 
Sentiment analysis labeled as neutral is conducted using 
BERT (Bidirectional Encoder Representations from 
Transformers), a transformer model developed by 
Google, which aims to understand the bidirectional 
context of text. Unlike previous transformer models that 
process text in a single direction (either left to right or 
right to left), BERT processes text in both directions (left 
to right and right to left) simultaneously. This method is 
implemented in the sentiment analysis pipeline of the 
Transformers library, focusing on the use of the BERT 
model for sentiment prediction. A key advantage of this 
method is its ability to determine sentences with 
ambiguous sentiment. For instance, negative reviews 
may arise from misunderstandings, while positive words 
may carry irony. In this context, the BERT-based 
approach represents a recent innovation. The language 
model developed by Google’s AI, BERT, possesses the 
capability to analyze words, understand word 
relationships, and provide a deeper contextual 
understanding of sentences [12].  

Before making predictions with BERT to enhance 
accuracy, researchers also translate the text into English 
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for better recognition by machine learning models. The 
translation is performed using the deep_translator 
package from GoogleTranslator, a free Python library 
that offers high flexibility and unlimited usage. This 
library facilitates text translation between languages in a 
straightforward manner and supports all languages.
 Features include the ability to translate words 
from files, obtain translation results from various 
sources, and automatically detect languages. With its 
high-level abstraction and support for multiple 
languages, the library is user-friendly. Additionally, its 
API is designed for ease of use, and the library is 
regularly maintained to ensure stability in its application 
[13]. The prediction process outlined above yields 
results as follows: 

 
Figure 8.  Streamlit prediction. 

The number of data points labeled as positive and 
negative is displayed in the system as follows: 

 
Figure 9.  Streamlit number of positively and negatively labeled data 

After the final preprocessing stage, which involves 
labeling, the dataset contains 1,772 entries labeled as 
positive and 263 entries labeled as negative. The data is 
now ready for analysis using the Naive Bayes 
classification. 

Table 2. Data Splitting  

 Data Train Data Test 

Positives 1418 354 
Negatives 210 53 

 

The first step is to determine TF-IDF by extracting 
features using the TF-IDF (Term Frequency-Inverse 
Document Frequency) method. The primary goal of the 
TF-IDF method is to evaluate the importance of a term 
within a document relative to a broader collection of 
documents [14]. Additionally, this method transforms 

text into numerical vectors that can be understood by 
machine learning models. 

Once the features are extracted, the Naive Bayes model 
is trained using the training data that has been converted 
into TF-IDF vectors. The extracted data is then used by 
the Naive Bayes model for multiclass classification, 
employing the multinomial Naive Bayes method. 
Multinomial Naive Bayes is a specialized variant of the 
Naive Bayes method utilized in text mining for text 
classification, leveraging class probabilities within 
documents based on word frequency [15]. This method 
yields a MultinomialNB score of 0.8869778869778869 
(0.89). 

The next step is to determine the metrics of the confusion 
matrix. The Confusion Matrix is a technique used to 
compute the values of precision, recall, and accuracy. 
Typically, the values obtained from the confusion matrix 
are expressed as percentages (%) [16]. By utilizing the 
confusion matrix, we can assess the performance of the 
model in predicting the given data. 

 
Figure 10.  Streamlit Confusion Matrix result. 

Next, evaluation metrics are determined, which include 
a classification report for Naive Bayes that provides 
measures such as accuracy, precision, recall, and F1-
score 

 
Figure 11 Streamlit evaluation metrics. 
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From the training data, there are 1,418 positive entries 
and 210 negative entries, while the test data includes 
3,554 positive entries and 53 negative entries. The model 
achieved an accuracy of 88.7%, precision of 88.5%, 
recall of 100%, and an F1-score of 93.9%. The model's 
results are also visualized with a word cloud, which 
provides an overview of the main themes or issues in the 
text, with more frequently occurring words represented 
larger and more prominently. 

 
Figure 12 Streamlit wordcloud visualization. 

3.5 System Development 

The final step is to develop a web-based system using 
the Streamlit framework. This research system is 
designed with a one-click analysis feature, allowing for 
the import of CSV/XLSX files to generate tables that can 
also be exported. The one-click analysis feature 
encompasses several processes, including 
preprocessing, analysis, evaluation of results, and 
visualization. With multiple trials and calibrations, the 
system has been refined to be robust and capable of 
executing various sentiment analysis steps. Users can 
simply drag and drop the datasheet and click to analyze 

 

Figure 13 Streamlit sentiment analysis of play store app review. 

4. Conclusion 

Based on the research results from 3,000 data points 
from the health test application for driving license 
registration or renewal, the Naïve Bayes classification 
model proved to be quite accurate, with 1,772 positive 
labels (87.1%) and 263 negative labels (12.9%). The 

training data proportion was 0.8 (80%), and the testing 
data proportion was 0.2 (20%), resulting in an accuracy 
rate of 88.7% and a precision rate of 88.5%. 

In terms of prediction, the researcher concluded that the 
combination of the lightweight and fast Naïve Bayes 
model with the high-accuracy but somewhat resource-
intensive BERT prediction provides a balanced 
performance. This combination effectively leverages the 
strengths of both methods. 

Regarding system development, a few minor issues were 
encountered, such as the longer scraping test times using 
Streamlit in a local environment compared to Google 
Colab or the cloud. Additionally, the time required for 
stemming in Streamlit was comparable to that of Google 
Colab.The researcher hopes that future studies will 
prioritize various sentiment analysis methods with 
comparative results, aiming to achieve stronger accuracy 
and precision and deliver the best performance. 
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