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Abstract  

This research integrates the RFM (Recency, Frequency, Monetary) method with the K-Means Clustering algorithm 
to segment customers based on transaction data. The RFM method is used to evaluate customer behavior based on 
the time of the last transaction, purchase frequency, and total transaction value, while K-Means divides customers 
into three optimal clusters based on similar characteristics. The analysis results show that the first cluster (59% of 
customers) consists of customers with low transaction activity, the second cluster (41% of customers) includes 
customers with moderate activity and medium transaction value contribution, while the third cluster (1% of 
customers) contains high-value customers with significant transaction frequency and value. The third cluster 
provides strategic opportunities for the development of loyalty programs, while the other clusters require specific 
strategies to enhance customer activity and retention. The integration of these two methods has proven effective 
in supporting more targeted and strategic data-driven customer segmentation. 
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1. Introduction 

Bisnis In the current digital era, information technology 
has influenced various aspects of human life, including 
the business world[1]. In the tight business competition, 
companies are required to continuously innovate by 
adopting the right strategies, including the use of data 
mining technology to analyze customer data [2]. 
Customer segmentation becomes an important step in 
understanding customer preferences and behaviors, 
while also supporting product development, reducing 
the risk of marketing failures, and enabling the 
identification of more homogeneous customer groups 
based on their transaction patterns [3]. 

Data Mining is used to find desired patterns for the 
purpose of extracting useful information from large 
databases. These patterns are identified using tools that 
can provide valuable and in-depth data analysis, which 
can be further pursued using other decision support 
tools. Data Mining is one of the most common 
techniques in KDD, but it is a very important technique 
for finding meaningful patterns in large data sets [4].  

Data Mining is used to find desired patterns for the 
purpose of extracting useful information from large 
databases. These patterns are identified using tools that 
can provide valuable and in-depth data analysis, which 

can be further pursued using other decision support 
tools. Data Mining is one of the most common 
techniques in KDD, but it is a very important technique 
for finding meaningful patterns in large data sets [5].  

The methods in data mining are[6]: 

1. Estimation To estimate an unknown value, such as 
predicting someone's income when information 
about that person is known. Examples of the 
methods are Linear Regression (LR), Neural 
Network (NN), Deep Learning (DL), Support 
Vector Machine (SVM), Generalized Linear Model 
(GLM). 

2. Prediction To estimate future values, such as 
predicting stock levels one year ahead. Examples 
of the methods are Linear Regression (LR), Neural 
Network (NN), Deep Learning (DL), Support 
Vector Machine (SVM), Generalized Linear Model 
(GLM). 

3. Classification It is the process of discovering a 
model or function that explains or distinguishes 
concepts or data classes, with the aim of being able 
to estimate the class of an object whose label is 
unknown. Examples of methods include Decision 
Tree (CART, ID3, C4.5, Credal DT, Credal C4.5, 
Adaptive Credal C4.5), Naive Bayes (NB), K-
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Nearest Neighbor (KNN), Linear Discriminant 
Analysis (LDA), Logistic Regression (LogR). 

4. Clustering That is, clustering identifies data that 
has certain characteristics. Examples of the 
methods are K-Means, K-Medoids, Self-
Organizing Map (SOM), Fuzzy C-Means (FCM).  

5. Association, also known as market basket analysis, 
is a function that identifies product items that are 
likely to be purchased by consumers together with 
other products. Examples of the methods are FP-
Growth, A Priori, Coefficient of Correlation, Chi 
Square. 

One of the relevant techniques in data mining is the RFM 
(Recency, Frequency, Monetary) model, which helps 
companies analyze customer behavior based on three 
main parameters: the recency of the last transaction, 
transaction frequency, and the amount of money spent 
by customers. This method is effective in segmenting 
customers based on their purchasing patterns, providing 
a strong foundation for more targeted decision-
making[6]. 

However, although the RFM method is useful, this 
technique often lacks flexibility in generating highly 
specific segmentation. As a complement, the K-Means 
Clustering algorithm is used to group data into several 
clusters based on certain characteristic similarities. This 
algorithm excels in providing significant cluster 
visualizations, but it requires well-structured initial data 
to produce optimal clusters [7][8]. The integration 
between the RFM method and K-Means offers the 
potential to address the shortcomings of each method. In 
this integration, customer behavior-based data generated 
by RFM becomes the input used by the K-Means 
algorithm to create more precise and in-depth customer 
clusters. 

In the research by Satria Ardi Perdana, Sara Famayla 
Florentin, and Agus Santoso, customer segmentation 
was conducted using the K-Means clustering algorithm 
to group Alfagift application customers based on five 
categories: age, gender, purchase frequency, payment 
type, and city. This segmentation process follows the 
CRISP-DM (Cross Industry Standard Process for Data 
Mining) method, which consists of six stages: business 
understanding, data understanding, data preparation, 
modeling, evaluation, and deployment. The Elbow 
Method is used to determine the optimal number of 
clusters based on the calculation of SSE (Sum Squared 
Error), with the optimal k being three clusters. The first 
cluster consists of 7,219 customers, the second cluster 
has 6,902 customers, and the third cluster has 5,371 
customers. The results of this clustering are then 
interpreted to support more precise and efficient 
marketing strategy decision-making[11]. 

In this study, the combination of RFM techniques and K-
Means Clustering is expected to produce more 
systematic and in-depth customer segmentation for data 
analysis purposes. The main focus of this research is to 
evaluate the effectiveness of integrating the RFM 
method with K-Means Clustering in improving the 
accuracy of customer segmentation. The combination of 
these two methods is designed to analyze customer 
purchasing behavior in more detail, thereby facilitating 
the process of identifying customer patterns. The 
Silhouette Score is used in this study to determine the 
optimal value in the segmentation performed. The RFM 
(Recency, Frequency, Monetary) method was chosen 
due to its advantages in measuring customer behavior 
based on three main parameters: the time of the last 
transaction, transaction frequency, and transaction 
amount. On the other hand, K-Means Clustering is an 
effective algorithm for grouping data into several 
clusters based on characteristic similarities. By 
combining RFM techniques and K-Means Clustering, 
this research aims to evaluate how the integration of 
these two methods can enhance the quality of customer 
segmentation while providing deeper insights into 
customer behavior patterns. Based on these objectives, 
the main question posed in this research is: How can the 
RFM method and K-Means Clustering be integrated for 
customer segmentation? 

2. Research Methods 

However, in this analysis, the selection of the optimal 
number of clusters is crucial to ensure the quality of the 
resulting segmentation. For that reason, the Silhouette 
Coefficient is used as an evaluation method to assess the 
strength and quality of the formed clusters. The 
Silhouette Coefficient provides a value range between -
1 and 1, where a value close to 1 indicates that the 
formed cluster is very good, while a value close to -1 
indicates a poor cluster, where objects in the cluster are 
more similar to objects in other clusters. Therefore, the 
Silhouette Coefficient helps in determining the most 
optimal number of clusters based on the evaluation of 
the quality of the formed clusters. [9]. This research 
method begins with the START phase, followed by Data 
Collection to gather relevant data. After that, the Data 
Cleaning stage is carried out to clean the data from 
missing or inconsistent values. Next, in the Data 
Transformation stage, the cleaned data will be 
transformed and processed using the RFM (Recency, 
Frequency, Monetary) model to identify customer 
behavior patterns. 

After the transformation stage, the Data 
Mining/Clustering stage is conducted, where data 
clustering techniques such as K-Means are used to group 
data into clusters based on similarity of characteristics. 
Then, Pattern Evaluation is conducted to assess the 
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quality of the formed clusters using the Silhouette 
Coefficient as a measure of cluster strength. The next 
step is Knowledge Representation, where the clustering 
results are visualized and further analyzed. The research 
process concludes with the END stage.  

Figure 1 shows the flowchart of the entire research 
process. 

 

Figure 1. Flowchart Research 

2.1. Data Collection 

At this stage, data is collected through interviews and 
observations. The data used for customer segmentation 
is the furniture sales transaction data from ADAPTA.Id 
in Jepara in 2022, with a total of 2,252 transactions from 
928 customers. After data collection, the selection of 
relevant attributes was carried out from the initial 29 
attributes.  

Table 1. initial sample data 
Username 
(pembeli) 

Waktu 
Pesanan 
Dibuat 

Total 
Payment 

… No. 
Telepon 

Mustova15 2022-01-02  74.160 … ******78 
Srengenge3
0498 

2022-01-01  67.980 … ******20 

Zayd.baby
wear  
………. 
3idrisefen 

2022-01-01  
……… 
2022-12-30  

57.000 
…… 
21.000 

… 
… 
… 

******86 
******08 
******62 

 

2.2. Dataset Selection 

At this stage, the selection of relevant attributes for 
customer segmentation analysis using the RFM 
(Recency, Frequency, Monetary) method is carried out. 
Out of the total 29 attributes available in the 2022 
furniture sales transaction dataset, 3 main attributes 
deemed most relevant for the analysis were selected, 

namely Username (buyer), Order Creation Time, and 
Total Payment. These attributes were chosen because 
they can provide a clear picture of customer behavior in 
terms of transaction recency, purchase frequency, and 
the amount of money spent. 

Table 2. sample data awal 
Username 
(pembeli) 

Order Creation Time Total 
Payment 

Mustova15 2022-01-02 16:37 74.160 
Srengenge30498 2022-01-01 09:52 67.980 
Zayd.babywear  
………. 
3idrisefen 

2022-01-01 12:56 
……… 
2022-12-30 17:55 

57.000 
………… 
21.000 

 

2.2. Data Cleaning 

At this initial stage, data cleaning is carried out to ensure 
that the data used is free from incomplete, empty, or 
duplicate values. The steps taken include:  

1. Deleting rows or columns that have null or empty 
values.  

2. Deleting duplicate data. 

2.3. Data Transformation 

Data transformation is carried out to convert data into a 
format that can be processed in the data mining process. 
The steps in this stage include: 

1. Conversion of categorical data into numerical data 
for clustering computation purposes.  

2. Aggregation of sales transaction data based on the 
Recency, Frequency, and Monetary (RFM) model.  

This model analyzes customer value and behavior based 
on.  

Recency (R): The time span since the last transaction. 

𝑅𝑒𝑐𝑒𝑛𝑐𝑦 = 𝐶𝑢𝑟𝑟𝑒𝑛𝑡	𝑑𝑎𝑡𝑒
− 𝐿𝑎𝑠𝑡	𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛	𝑑𝑎𝑡𝑒												(1) 

Frequency (F): The number of transactions in a certain 
period. 

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦

=
𝑇𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑖𝑚𝑒	𝑝𝑒𝑟𝑖𝑜𝑑 																										(2) 

Monetary (M): The total value of purchases in a certain 
period. 

𝑀𝑜𝑛𝑒𝑡𝑎𝑟𝑦 = 𝑇𝑜𝑡𝑎𝑙	𝑣𝑎𝑙𝑢𝑒	𝑜𝑓	𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑠																	(3) 
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2.4. Data Mining / Clustering 

At this stage, data mining techniques are applied to 
discover patterns or models from the processed data, 
using the K-Means clustering method. The steps taken 
in this data mining stage include: 

2.4.1 Normalization. 

Normalization the RFM data is normalized to ensure that 
all features are on the same scale, which is important for 
clustering algorithms like K-Means, which are sensitive 
to data scale. 

𝑉𝑎𝑙𝑢𝑒	(𝑅𝐹𝑀)

=
𝑉𝑎𝑙𝑢𝑒	𝑅𝐹𝑀	𝑜𝑓	𝑑𝑎𝑡𝑎		𝑖
𝑣𝑎𝑙𝑢𝑒		𝑅𝐹𝑀	𝑚𝑎𝑥 																							(4) 

2.4.2. Determining the Optimal Number of Clusters 

The Silhouette Coefficient is used to optimize a cluster 
so that the clustering process can be considered good and 
optimal [11]. Calculating the Silhouette Coefficient from 
the known values of 𝑎(𝑥𝑖) and 𝑏(𝑥𝑖) for each data point. 

𝑆!" =
(𝑏!" − 𝑎!")
max	{𝑎!" , 𝑏!"}

																																																						(5) 

Description:  
𝑠!!      = Silhouette Value. 
𝑎!!    = Average distance between data points within    

the same cluster. 
𝑏!!     = Average distance to the nearest next cluster. 

2.4.3. Analyzing Data with the K-Means Clustering 
Algorithm 

Analyzing Data with K-Means Clustering Algorithm 
The data obtained in the data collection phase is 
processed and analyzed using the K-Means Clustering 
algorithm.  The steps of the algorithm are as follows 
[12]: 

Here are the steps in performing clustering using 
the K-Means method: 

1. Determining the number of clusters to be created. 
2. Determining the initial centroid points (cluster 

center points) for the clustering process. 
1. The distance that will be used to determine the data 

with the cluster center uses Euclidean Distance. In 
the calculation to determine the distance of the data 
to each cluster center, Euclidean distance can be 
used as follows: 

 𝑑(𝑋, 𝐶) = O∑ (𝑋" −	𝐶")#	$
"%& 																									(6)  

Explanation: 
 

𝑑(𝑋, 𝐶): Euclidean distance between data point 𝑋 
and cluster center𝐶 

𝑋": The data value in the to attribute -	𝑖 
𝐶": The cluster center value of the to attribute -	𝑖 
𝑛: The number of attributes or features in the data. 
 

2. Grouping data into clusters with the minimum 
distance from each data point to each centroid. 
Updating the centroid value with the new centroid 
value obtained based on the average of the data 
within the cluster. 
 

 𝐶'
()*&) = &

$!
∑ 𝑋"
$!
"%& 																																				(2.7)           

  
Explanation: 
 
𝐶'
()*&): New center point (centroid) for the th 

cluster-	𝑗 
𝑋": Data points that are in the th cluster -	𝑗 
𝑛' : Number of data points in the th cluster -	𝑗 
∑ 𝑋"
$!
"%& : The sum of all data points in the th cluster 

-	𝑗 
3. Repeat steps 3 and 4 until they no longer meet the 

criteria. Satisfactory criteria can include the number 
of iterations or changes in the centroid position in 
successive iterations. 

2.8. Evaluation 

The evaluation process is the final step in the data 
processing stages, aimed at assessing the quality of the 
clustering results obtained using the applied algorithm. 
This evaluation is conducted by calculating the 
Silhouette Coefficient, which is used to measure the 
consistency and compactness of the data within each 
cluster.  

To support the evaluation process, Google Colab 
software is used as the main platform for data processing 
and analysis. Google Colab enables the application of 
clustering algorithms, the calculation of evaluation 
metrics, and the efficient visualization of cluster results. 
The results of this evaluation provide an overview of the 
quality of the customer segmentation produced, which 
can be used to develop more effective marketing 
strategies. 

2.9. Knowledge Representation 

At this stage, the results of the clustering analysis are 
presented in a format that allows stakeholders to easily 
understand and apply the insights gained. Knowledge 
representation is the final step in the data mining process 
aimed at conveying useful information from the 
analyzed data. 
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Figure 2. Scatter Plot Clustering Results of RFM 

 

3.  Results and Discussion 

3.1. Data Collection 

Furniture sales transaction data from ADAPTA.Id in 
Jepara in 2022, with a total of 2,252 transactions from 
928 customers. After data collection, the selection of 
relevant attributes was carried out from the initial 29 
attributes. 

 
Figure 3. Results of Attribute Data Collection 

3.2. Data selection 

The column selection process is carried out by choosing 
the relevant columns for RFM analysis, namely 
'Username (Buyer)', 'Order Creation Time', and 'Total 
Payment'. This is an important initial step in building an 
accurate RFM metric. 

Figure 4. Results of data selection/column selection 

3.2. Pembersihan data 

Data cleaning is the process of ensuring that the data 
used in analysis is free from errors, duplicates, and 
irrelevant data. Common steps taken in data cleaning 
include converting data formats, handling missing 
values, and ensuring data consistency and accuracy so 
that the analysis conducted is more valid and reliable.  

 

 
Figure 4. Convert to Date and Time 

 
Figure 5. Convert to Numeric 

 
Figure 6. Handling Missing Values 

3.3. Transformasi Data 

This table shows the results of the Recency analysis, 
which measures the number of days since a buyer last 
made a transaction. The username "mustova15" has a 
Recency score of 363 days, indicating that the last 
purchase was made 363 days ago. The lowest Recency 
value in the table is 0 days (for example, "ajirogomigi"), 
indicating that the buyer has just made a transaction. 
Recency results are in Figure 7. 
 

 
Figure 7. Results of Recency 

This table presents the results of the Frequency analysis, 
which indicates how many times a buyer has made 
transactions within a specific time period. All buyers 
listed in this table excerpt have a Frequency value of 2, 
meaning each of them has made two transactions. 
Frequency results are in Figure 8. 
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Figure 8. Results of frequency 

 
Tabel ini menyajikan hasil analisis Moneter, yang 
mengukur total nilai transaksi yang dilakukan oleh setiap 
pembeli selama periode waktu tertentu. Misalnya, 
"0809dani" memiliki total jumlah pembelian 249.250, 
sedangkan "zizaahhh" memiliki nilai pembelian yang 
lebih tinggi yaitu 501.400. Hasil moneter ada pada 
Gambar 9. 

 
Gambar 9. Hasil Moneter 

The result in the image below is RFM data that has been 
normalized using Min-Max Scaling, where the values of 
Recency, Frequency, and Monetary have been 
transformed into a range of 0 to 1. Each value indicates 
how recent, frequent, and large the customer's 
transactions are. This normalization ensures that each 
feature has an equal weight for further analysis, such as 
in the K-Means clustering algorithm. The results of the 
RFM data normalization process are shown in Figure 10. 

 
Figure 10. Results of the RFM data normalization process 

3.4. Data mining 

3.4.1. Determination of the Number of Clusters (k) 

The results show the average silhouette score for various 
numbers of clusters (n_clusters) in the clustering 
analysis. The silhouette score measures how well the 
data is clustered, with a value range between -1 and 1, 
where higher values indicate better clustering. Based on 
these results, the best number of clusters is 3, with the 
highest average silhouette score of 0.575, indicating the 
most optimal cluster separation compared to other 
cluster numbers. On the other hand, a higher number of 
clusters, such as 8 or 10, have lower silhouette scores, 
indicating poorer cluster separation. the optimal number 
of clusters in Figures 11 and 12. 

 
Figure 11.  Results of the Process for Determining the Optimal 

Number of Clusters 

 
Figure 12.  Results Silhouette Scores for Different Values of k 

 

3.4.2. Clustering Process Results 

Based on the clustering results, three clusters have 
formed with different numbers of customers. Cluster 0 
consists of 544 customers, with an average distance to 
the cluster center of 0.127, indicating that customers in 
this cluster are closer to the center. Cluster 1 has 377 
customers, with an average distance to the cluster center 
of 0.1447, slightly farther than cluster 0. Meanwhile, 
Cluster 2 consists of only 7 customers, with an average 
distance to the cluster center that is much greater, 
namely 0.4011, indicating that customers in this cluster 
are more separated from the center. Overall, the average 
distance of all customers to the cluster center is 0.1363. 
the results are shown in figures 13 and 14 
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Figure 13. Cluster results 

 

 
Figure 14. Average cluster results 

 

3.4.3. Results of Euclidean Distance Calculation in K-

Means Clustering 

The results show that each customer has a 
Distance_to_Center value that indicates how far they are 
from the formed cluster center. For example, the 
customer with ID mustova15 has a distance of 0.220754 
from cluster center 0, while the customer 
zakizulfikar287 has a distance of 0.294602 from cluster 
center 1. The average distance between customers and 
the cluster center shows higher variation among 
customers in smaller clusters, while customers in larger 
clusters tend to have smaller distances. This analysis 
provides an overview of the extent to which customers 
are distributed within each cluster and how well the 
separation between clusters is achieved. 

 
Figure 15. Results of the Euclidean Distance Calculation 

3.4.3. Results of Cluster Quality Evaluation Using 
Silhouette Score 

In the clustering results, the Silhouette Score is used to 
evaluate how well the separation between the formed 
clusters is. This value measures how well each customer 
is placed in the correct cluster, with a range of values 
between -1 and 1, where higher values indicate better 
clustering. For example, the customer mustova15 who is 

in Cluster 0 has a Silhouette Score of 0.676270, 
indicating that this customer is well-clustered. On the 
other hand, the customer zakizulfikar287 who is in 
Cluster 1 has a lower Silhouette Score of 0.607044, 
indicating a slightly weaker separation compared to 
other customers. Overall, the higher Silhouette Score in 
Cluster 0 indicates that the separation between 
customers in that cluster is clearer and better compared 
to other clusters. The result is shown in Figure 16. 

 
Figure 16. Silhouette Score Calculation Results 

3.5. Visualization and Graphics 

3.5.1. Visualization of Recency Distribution with 
Histogram 

This histogram illustrates the distribution of customer 
Recency, which measures the time since the last 
transaction by the customer. The X-axis shows the range 
of recency values, while the Y-axis shows the number of 
customers within each range. Based on the histogram, it 
can be seen that the recency values of the customers are 
fairly evenly distributed, with some customers having 
recently transacted and others who have not interacted 
for a long time. This helps in understanding the 
distribution of customer interaction time with the 
company as shown in Figure 17. 

  

Figure 17. Recency histogram 

3.5.2. Histogram Frequency Visualization with 
Histogram 

This histogram shows the distribution of Frequency 
values, which represent the number of customer 
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transactions over a specific period. From the graph, it 
can be seen that most customers make few transactions 
(between 1 to 5 times). Higher frequencies (above 5) are 
rare, with the number of customers decreasing 
drastically as the Frequency value increases. This 
indicates that the majority of customers only make a 
small number of transactions. 

Gambar 18. Histogram frequency 

3.5.2. Monetary Visualization with Histogram 

This histogram illustrates the distribution of Monetary 
value, which measures the total purchase value of 
customers over a specific period. The graph shows that 
most customers have a low purchase value (below 500). 
Only a few customers have a higher Monetary value 
(above 2000), so this distribution also shows inequality, 
where customers with a significant contribution to the 
company's revenue are quite rare as shown in chart 17. 

Gambar 19. Histogram Monetary 

3.5.2. Visualization of the number of customers per 
cluster 

This graph shows the distribution of the number of 
customers in each cluster resulting from K-Means. 

Cluster 0 has the largest number of customers (544 
customers), followed by Cluster 1 (377 customers). 
Cluster 2 has a very small number of customers (7 
customers). This shows that the majority of customers 
are concentrated in the two main clusters, while the 
small cluster represents a group of customers with 
unique characteristics that are less frequently 
encountered, as shown in the image. 

 
Figure 20. Histogram of customer frequency per cluster 

3.5.2. Correlation Between Variables (Recency, 
Frequency, Monetary) 

This heatmap shows the correlation relationship between 
the Recency, Frequency, and Monetary variables. It 
appears that Frequency and Monetary have a fairly 
strong positive correlation (0.63), indicating that 
customers who transact more frequently tend to have a 
higher total transaction value (Monetary). On the other 
hand, Recency has a very low correlation with 
Frequency (-0.06) and Monetary (0.03), indicating that 
the time since the customer's last transaction is not 
directly related to the amount or value of their 
transactions. 

 
Figure 21. Histogram of customer frequency per cluster 
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3.5.2. Visualization of the number of customers per 
cluster 

This 3D plot provides an overview of customer 
distribution across three main dimensions: Recency, 
Frequency, and Monetary, which form the basis for 
cluster formation. Each color of the dot represents 
customers in a specific cluster. The small cluster (yellow 
dots) appears to have much higher Frequency and 
Monetary values compared to other clusters, while the 
majority of customers are in a cluster with higher 
Recency values and lower Frequency/Monetary values. 

 

Figure 22. Histogram of customer frequency per cluster 

4.  Conclusion 

From the integration of the RFM (Recency, Frequency, 
Monetary) method and K-Means Clustering, it can be 
concluded that the combination of these two methods is 
very effective for customer segmentation. RFM 
measures customer characteristics based on the time of 
the last transaction, frequency, and total transaction 
value, while K-Means divides customers into three 
clusters based on similar patterns. With an optimal 
Silhouette Score (0.575) for 3 clusters, it was found that 
Cluster 0 dominates with 544 customers who have high 
Recency, low Frequency, and medium Monetary; 
Cluster 1 consists of 377 active customers with low 
Recency, slightly higher Frequency, and medium 
Monetary; and Cluster 2 includes only 7 high-value 
customers with much higher Frequency and Monetary. 
This segmentation allows for the design of targeted 
marketing strategies, such as customer retention for 
high-value clusters and reactivation for clusters with 
high recency, thereby providing strategic insights for 
business decision-making. 
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