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Abstract 

In the world of network data communication, anomaly detection is a crucial element in identifying abnormal behavior among the 

flowing data packets. Research in the field of intrusion detection often focuses on the search and analysis of anomalous patterns and 

the misuse of communication data. The research methodology in this study adopts CRISP-DM (Cross-Industry Standard Process for 

Data Mining) as the framework. The primary goal of this research is to conduct a comparative analysis of classification techniques to 

identify normal and anomaly records within network data. For this purpose, a publicly available standard dataset, NSL-KDD, is used. 

The NSL-KDD dataset consists of 41 attributes with relevance, and the 42nd attribute is used to identify normal class and four attack 

classes. The results of the analysis using the NSL-KDD dataset, applying the CRISP-DM methodology and machine learning 

techniques in the Network Intrusion Detection System, reveal that the Decision Tree model has the highest accuracy, achieving 100% 

on the training data and 80% on the testing data. These findings are compared with the results of using other models such as Random 

Forest, Logistic Regression, and K-Nearest Neighbor. This discovery has significant implications for enhancing NIDS's ability to 

recognize network threats and improve network system security. 
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I.INTRODUCTION 

HE field of network security has become increasingly crucial in the rapidly evolving era of 

information technology. Network Intrusion Detection Systems (NIDS) play a key role in 

maintaining the security of computer networks by identifying and mitigating potential threats. It then 

alerts users or invokes appropriate security measures. Cybersecurity researchers have proposed and 

used many NIDS systems in the past couple of decades [1]. The two main types of NIDSs that exist are 

anomaly detection and misuse detection. With the growing complexity and diversity of cyber threats, the 
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integration of machine learning techniques has emerged as a promising approach to enhance the 

effectiveness of NIDS. 

In the digital era, the security of network communication has become highly important. Network 

Intrusion Detection Systems (NIDS) are designed to monitor network traffic by analyzing data packets to 

detect signs of unusual behavior or malicious activities [2]. As a result, NIDS are employed to safeguard 

networks from a wide spectrum of security threats, including but not limited to, unauthorized access 

attempts, malware intrusions, and denial-of-service attacks [3]. As cyberattacks grow more intelligent, it is 

becoming increasingly challenging to find advanced cyberattacks in many industries, including industry, 

national defense, and healthcare. Traditional rule-based approaches, though effective to a certain extent, 

are increasingly struggling to keep up with the constant evolution of these threats [4]. Machine learning 

offers the potential to identify subtle patterns and new attack strategies that might be overlooked by 

traditional methods [5]. 

While the adoption of machine learning in NIDS is promising, it comes with its own set of challenges. 

Choosing the most suitable machine learning model, understanding the problem effectively, and ensuring 

methodological alignment with the NIDS context are crucial issues to address. Additionally, a clear 

understanding of the problem domain, namely the identification of normal network behavior and anomalies, 

is essential [6]. This study aims to address these challenges and determine the most effective machine 

learning model for NIDS based on in-depth analysis of the NSL-KDD dataset [7]. 

The proposed solution involves a comprehensive analysis of various machine learning models using the 

NSL-KDD dataset. By applying the Cross-Industry Standard Process for Data Mining (CRISP-DM) 

methodology, this research aims to compare and evaluate the performance of these models in identifying 

normal and anomalous network behavior. The goal is to determine the machine learning model that provides 

the highest accuracy and effectiveness in the context of NIDS, ultimately contributing to the enhancement 

of network security in the ever-changing cyber landscape. 

II.RESEARCH METHOD 

This research adopts an empirical experimental approach to evaluate and compare the performance of 

various machine learning models in the context of Network Intrusion Detection Systems (NIDS). The 

research design is structured as follows: 

A. Data Collection 

The NSL-KDD dataset, widely recognized as a reference dataset in the field of network intrusion 

detection, has been selected for this research. This dataset comprises diverse features related to network 

traffic and includes both instances of normal and anomalous data. The dataset is divided into training and 

testing subsets to facilitate the training and evaluation of models. 

B. Model Selection 

Several leading machine learning models, including Decision Tree, Random Forest, Logistic 

Regression, and K-Nearest Neighbor, were chosen as candidates for evaluation. Each model was 

implemented and fine-tuned to optimize its performance within the NIDS framework. 

C. Experiment Setup 

Experiments were conducted under controlled conditions, ensuring consistency in input data and 

parameters. Model evaluation metrics, including accuracy, precision, recall, and F1 score, were utilized to 

assess the performance of these models. 

D. Data Analysis 

Comprehensive data analysis was carried out to compare the results obtained from each model. This 

analysis involved a detailed examination of false positives and false negatives, which are crucial in the 

context of NIDS. 
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E. Results and Interpretation 

Research findings were reported, and the most effective model was identified based on its performance 

in accurately classifying network data as normal or anomalous. Furthermore, implications and significance 

of the results were discussed within the context of NIDS and network security. 

F. Discussion 

Research results were discussed, providing insights into the strengths and weaknesses of various 

machine learning models. Recommendations for further research and potential areas of improvement in 

NIDS were explored. 

III.RESULTS AND DISCUSSION 

A.    NSL-KDD Analysis Method 

The NSL-KDD analysis method applied in this research is CRISP-DM. It is can be seen in Fig. 1. 

CRISP-DM is a proven framework for addressing data processing issues in various research contexts [8]. 

The data mining process following the CRISP-DM guidelines consists of six main stages: Business 

Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment [9]. 

However, in this study, the analysis is limited to the existing dataset, without creating a more optimal dataset 

through specific procedures or methods. Therefore, the research does not extend to the deployment stage.  

 

Fig. 1. CRISP-DM 

The main objective and motivation of this research initiative are to conduct a comparative analysis of 

classification techniques for identifying normal and anomalous records in network-related data. Therefore, 

a standard dataset that is publicly available and accessible on NSL-KDD [10] is utilized, involving the 

comparison of four machine learning algorithms. The process of identifying normal and anomalous records 

includes the application of four classification algorithms to the processed NSL-KDD dataset. These 

algorithms are the Random Forest Classifier, Decision Tree Classifier, Logistic Regression, and K-Nearest 

Neighbor (KNN). All mentioned classifiers will be implemented on the dataset using a Python machine 

learning library [11]. 
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1. Business Understanding 

In the business understanding phase, the initial step is to define the research objectives, expected 

benefits, and relevant limitations. The main goal of this research is to investigate data classification methods 

applicable in analyzing NIDS log data. The study aims to comprehend and evaluate the performance of 

classification algorithms such as the Random Forest Classifier, Decision Tree Classifier, Logistic 

Regression, and K-Nearest Neighbor [12] in classifying NIDS log data. Additionally, the research aims to 

measure the accuracy levels of these models and identify various types of attacks present in NIDS log data. 

a) The use of the NSL-KDD dataset as an initial step in analyzing the performance of algorithms 

in the NIDS. 

b) The machine learning methods employed include the Random Forest Classifier, Decision Tree 

Classifier, Logistic Regression, and KNN algorithms. 

c) The evaluation measurement for comparing data mining algorithms involves crucial metrics such 

as precision, recall, F1-score, and support. 

d) In this study, the analysis is limited to the existing dataset without creating a more optimal dataset 

through specific procedures or methods, and it does not extend to the deployment stage. 

2.  Data Understanding 

This dataset consists of a number of features extracted from data communication recordings [13]. NSL-

KDD originates from a selected set of data from the KDD CUP 99 dataset, and its usage has several 

advantages: 

a) There is no excessive addition of records in the training set, avoiding bias in classification results 

by the classifier. 

b) The test data does not contain duplicates, resulting in a better reduction rate. 

c) The number of records taken from various levels of groups is inversely proportional to the 

representation of records in the original KDD dataset. 

This dataset consists of 41 available attributes, with the 42nd attribute describing the normal class and 

four different attack classes. There are two types of data in the dataset: training data, used to train machine 

learning algorithms, and testing data, used to evaluate the accuracy of the trained algorithm experiments 

[14]. Several successfully categorized attributes in the dataset can be found in Table I.  

TABLE I. NSL-KDD ATTRIBUTES 

No Attribute Name Data Type 

1 Duration continuous 

2 Protocol_type symbolic 

3 service symbolic 

4 flag symbolic 

5 src_bytes continuous 

6 dst_bytes continuous 

7 land continuous 

8 wrong_fragment continuous 

9 urgent continuous 

10 hot continuous 

11 num_failed_logins continuous 

12 logged_in symbolic 

13 num_compromised continuous 

14 root_shell continuous 

15 su_attempted continuous 

16 num_root continuous 

17 num_file_creations continuous 

18 num_shells continuous 

19 num_access_files continuous 
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No Attribute Name Data Type 

20 num_outbound_cmds continuous 

21 is_host_login continuous 

22 is_guest_login continuous 

23 count continuous 

24 srv_count continuous 

25 serror_rate continuous 

26 srv_serror_rate continuous 

27 rerror_rate continuous 

28 srv_rerror_rate continuous 

29 same_srv_rate continuous 

30 diff_srv_rate continuous 

31 srv_diff_host_rate continuous 

32 dst_host_count continuous 

33 dst_host_srv_count continuous 

34 dst_host_same_srv_rate continuous 

35 dst_host_diff_srv_rate continuous 

36 
dst_host_same_src_port_r

ate 
continuous 

37 
dst_host_srv_diff_host_ra

te 
continuous 

38 dst_host_serror_rate continuous 

39 dst_host_srv_serror_rate continuous 

40 dst_host_rerror_rate continuous 

41 dst_host_srv_rerror_rate continuous 

42 class symbolic 

3. Data Preparation 

Training and testing data from NSL-KDD, utilized in this study, are categorized into five attack 

categories, encompassing network traffic data gathered from various points in the network or relevant data 

sources [2]. These are displayed in the Table II 

TABLE II. DATASET DESCRIPTION 

Class Type Instances in KDDTrain Instances in KDDTest 
Normal 67343 9711 
Dos 45927 745 
Probe 11656 2421 
U2R 52 200 
R2L 995 2754 
Total 125973 22544 

 

From the results of the research, labels were obtained in the form of classifications that categorize 

whether a data traffic contains anomalies or is normal, and this was done using Weka. See in Fig. 2.  
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Fig. 2. KDDTest and Weka 

4. Modeling 

In creating the model, it is necessary to first divide the data into training and testing or validation data 

[15]. This dataset has been tested with several models including K-Nearest Neighbors, Logistic Regression, 

Decision Tree, and Random Forest. For the K-Nearest Neighbors model, it was tested with various nearest 

neighbors, and the evaluation of the model in Fig. 3.  

 
Fig. 3. Evaluation of the K-Nearest Neighbor Model 

It can be concluded that increasing the number of nearest neighbors will lead to a decrease in accuracy 

in training, while accuracy in testing will increase. Knowing this, testing multiple parameters using cross-

validation was conducted to find the best parameters suitable for building this model, which, in this case, 

involved using 10 nearest neighbors. 
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Furthermore, other models such as Logistic Regression, Decision Tree, and Random Forest were also 

tested. Cross-validation was applied to these models as well to find the best parameters suitable for building 

the model. In creating the Logistic Regression model, the coefficients or relationships between independent 

variables and the dependent variable were obtained in Fig. 4. 

 
Fig. 4. Coefficients of the Logistic Regression Model 

It can be said that there are many features that do not have a significant relationship with the dependent 

variable, so there are plans to try removing some of these features. Next, when testing the Decision Tree 

model, some features considered important by the model were obtained in Fig. 5. 

 
Fig. 5. Features of the Decision Tree Model 

Here, it is also mentioned that some features are not considered important in model building. 

Knowing this, the next step is to test the Random Forest model to see some features considered 

important. Several features considered important by the model were obtained in Fig. 6. 
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Fig. 6. Features of the Random Forest Model 

After examining the above graph, it can be concluded that there are some features that are still 

considered important by the model, and there are some features that are truly not considered important by 

the model. 

5. Evaluation 

From the creation of the tested models with this dataset, several pieces of information related to each 

model were obtained. Next, evaluating which model is most suitable for this dataset by comparing the 

accuracy among models is crucial. See the Fig. 7. 

 
Fig. 7. Evaluation of Machine Learning Models 

It can be concluded that the most suitable model is the Decision Tree, with an accuracy of 100% on the 

training data and 80% on the testing data. The evaluation results are shown in the Fig. 8 for Training Data 

and Fig. 9 for Testing Data. 

 
Fig. 8. Evaluation of the Decision Tree Model (Training Data) 
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Fig. 9. Evaluation of the Decision Tree Model (Testing Data) 

The data mining process following the CRISP-DM guidelines consists of six main stages: Business 

Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment [9]. 

However, in this study, the analysis was limited to the existing dataset, avoiding additional steps or methods 

to create a more optimal dataset, so the deployment stage was not pursued.  

In the Business Understanding phase, the research objectives, benefits, and limitations were determined. 

Subsequently, in the Data Understanding phase, the dataset contains various features extracted from 

communication data. NSL-KDD is a data collection consisting of selected records from the KDD CUP 99 

dataset. The dataset includes 41 diverse attributes, with the 42nd attribute indicating the "normal" category 

and four attack categories. To improve data correlation, one feature containing only the same data was 

removed. 

Next, in the Data Preparation phase, training and testing data from NSL-KDD were categorized into 

five attack categories, as explained in the previous research [2]. From the research results, labels were 

obtained as classifications categorizing whether data traffic contains anomalies or is normal. With more 

anomalous data than normal data, it can be said that this data is imbalanced. 

Then, in the model-building phase, we tested this dataset with four machine learning models: K-Nearest 

Neighbors, Logistic Regression, Decision Tree, and Random Forest. We also selected the best parameters 

using cross-validation. After testing several models, evaluating these models in the model evaluation phase, 

we found that the best model for this dataset is Decision Tree with an accuracy of 100% on the training 

data and 80% on the testing data. 

IV.CONCLUSION 

Overall, our analysis of the NSL-KDD dataset, using the CRISP-DM (Cross-Industry Standard Process 

for Data Mining) methodology and applying machine learning to the Network Intrusion Detection System 

(NIDS), has provided valuable insights. These findings indicate that the Decision Tree model, with an 

outstanding accuracy of 100% on the training data and 80% on the testing data, emerges as the most suitable 

choice among the tested models, outperforming alternatives such as Random Forest, Logistic Regression, 

and K-Nearest Neighbor. 

These results underscore the potential of machine learning, particularly the Decision Tree algorithm, in 

enhancing the effectiveness of NIDS in identifying network anomalies and intrusions. It is evident that 

further research and in-depth analysis are crucial to improving accuracy and reducing error rates. 

Subsequent studies can explore additional refinements and advanced techniques to strengthen the security 

infrastructure of network systems, thereby mitigating the evolving threats in the ever-dynamic cyber 

landscape. 
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