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Abstract 
Along with the development of the internet, the presence of buzzers is increasingly widespread on social platforms, especially on 

Twitter. Buzzers have been significant in shaping public opinion, disseminating misinformation, and engaging in harassment and 
intimidation of social media users. Therefore, an effective detection algorithm is needed to detect buzzer accounts that endanger social 

networks because they affect neutrality. This study experiments on particle swarm optimization (PSO) based on deep neural networks 

and Ada Boost based on deep neural networks, which were conducted on 1000 balanced datasets to obtain the best model for detecting 
buzzer accounts. In classification, PSO is used to find the optimal set of parameters or feature subsets for a classifier by simulating 

the movement of particles towards the best solution based on classification accuracy. Ada Boost is a classification technique that 

combines multiple weak classifiers by giving more weight to misclassified data points in each iteration, ultimately creating a strong 
classifier that improves accuracy through iterative correction. The results show that the performance of the PSO-based Deep Neural 

Network is the best, with 98.90% accuracy compared to the Ada Boost-based Deep Neural Network with 95.30% or without feature 

weight and boosting algorithms with 46.60%. This clearly shows the superiority of the proposed method. These results are expected 
to help maintain neutral information on social media and minimize noise in the data that will be used for sentiment analysis research.   
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I. INTRODUCTION 

ocial media is now not only used as a means of friendship and finding friends but has also been widely 

used for other activities. Twitter social media is currently a very popular communication medium 

among internet users. A buzzer is a phenomenon currently seen in social media, referring to a user who 

holds significant influence over others. Buzzers are often viewed as key figures in social connections within 

social media platforms [1]. Buzzers are social media users who have influence and can influence other users 

[1], absorbed from the term buzz marketing, which refers to a marketing strategy to increase visibility 

through fabricated marketing messages. Lately, the term buzzer has shifted its meaning on social media. 

Now, buzzers can be interpreted as social media accounts managed by individuals or companies that have 

a large number of followers and also help spread hoax information and negative statements in political 

campaigns.  

In Indonesia, the effects of buzzers were felt during the Jakarta gubernatorial election event in 2012. 

Since then, the buzzer phenomenon in Indonesia has continued to increase every year. The peak can be said 

to have occurred in the 2019 presidential election. Politicians use buzzers to attack their political opponents 

by spreading false information and spreading their political opponents' personal information. The effects of 
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buzzers in Indonesia have reached a very bad stage that can divide society [2]. Research conducted by [3] 

shows that the role of buzzers on social media in Election and Regional Election activities has reached a 

severe stage. The emergence of buzzers in the world of politics also shows a trend that always increases 

every year [4]. Detecting buzzers can be called an important job. After all, the data generated by buzzer 

accounts can affect the validation of other research, such as sentiment analysis, because the data can be 

considered noise [5]. 

Previous research [6], which detected bot accounts on Twitter using a deep learning model, produced 

an F1 score of 0.999 in the first test and an F1 score of 0.995 in the second test. Several studies have been 

conducted previously by [1] detecting buzzer accounts using dynamic data from Twitter. Calculation of 

buzzer values using eigenvector centrality modifications that include dynamics that occur in social media, 

such as interactions within users, user activity levels, user influence levels, and user node values better 

represent the actual conditions of social media. The results of the study show that buzzer values indicate 

buzzers depending on their influence and activity values. Although a user has a large eigenvector centrality 

modification value, the user is not considered a buzzer if the user is inactive or has no influence in the 

observed social media graph [1].  

The best accuracy and precision values in the Ada Boost, while the best recall value was obtained in 

Extreme Gradient Boosting in the study of detected buzzer accounts on Twitter by looking at the impact of 

the features used and selected based on Mutual Information. This study used boosting algorithms, including 

Ada Boost, Gradient Boosting, Extreme Gradient Boosting, and Histogram-based Gradient Boosting [5]. 

The classification of buzzer accounts carried out by [7] used the C4.5 Classification Algorithm. This study 

aims to design a model and build a buzzer account classification system. The results of the model test can 

be seen through the test results based on the Confusion Matrix in stages using 10,540 tweet data, and an 

accuracy value of 88.5% was obtained.  

The buzzer classifier carried out by [8] used four features: number of following, number of followers, 

sentiment value of the latest tweets, and account age. The Gaussian variant of the Naive Bayes algorithm 

will be used to classify buzzer and non-buzzer accounts. The results of this study show the performance of 

the buzzer account classification model, which has an accuracy value of 80%. In a study conducted by [9] 

detecting political buzzer accounts. The dataset was collected through the Instagram Graph API. The 

features used were based on posting time, images, hashtags, commonly followed accounts, and post 

frequency. The classification algorithms used were Naïve Bayes, Support Vector Machine, and Random 

Forest. This study provides a little insight into what happens on social media and the theory of how to 

overcome these problems. These arguments are expected to help identify buzzers in real life, thus helping 

to maintain neutral information with social media in Indonesia [9].  

Data classification is needed before identifying buzzers. In this article, the data is first classified into 

what groups. This classification is done based on data features. Previous studies have used several methods 

to detect buzzers, such as Naive Bayes, Support Vector Machines, Random Forest, and feature-based 

detection [9]. Classification is the process of organizing and giving meaning to information that is useful 

for determining or establishing the suitability of events, ideas, goods, and people. Classification aims to 

group information based on similarities and characteristics into appropriate classes. In general, 

classification must go through several stages, namely data collection, data set preparation, data pre-

processing, data set division, data training, algorithm use, model evaluation, and testing [10].  

Based on previous research, it can be seen that deep learning algorithms can be used to detect an object. 

The author combines various findings from previous studies and combines several steps in the study in the 

hope of increasing the success rate of this study. The proposed model carries out the task of detecting buzzer 

accounts on Twitter with a deep neural network algorithm based on optimizing weight PSO, a deep neural 

network based on the Ada Boost enhancement algorithm, and a deep neural network without optimizing 

weight and boosting. This study compares the accuracy and ROC curves of all models. In summary, this 

paper is expected to contribute to providing a reference model for the buzzer detection framework to 

academics when researching sentiment analysis using Twitter data and to help ensure that information 

disseminated through social media remains neutral. 

II. RESEARCH METHOD 

In this section, the steps of the method used in this study will be explained. The method used consists 

of 4 steps, namely dataset collection, feature selection, experimentation, and evaluation. The steps can be 

seen in Figure 1. 
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Fig. 1. Diagram of Research Methods  

A. Dataset Collection  

Datasets used in this study, each of which comes from the kaggle.com site [19], a site for finding and 

publishing datasets for machine learning developers. The dataset has as many as 1000 records consisting 

of 494 buzzers and 506 non-buzzers with the following variables in Table I. 

TABLE I. FEATURE OF DATASETS  

Tweet The text content of the tweet 

Retweet Count The number of times the tweet has been retweeted  

Mention Count The number of mentions in the tweet 
Follower Count The number of followers the user has 

Verified A Boolean value indicating whether the user is verified or not 

Location The location associated with the user 
Created At The date and time when the tweet was created 

Hashtags The hashtags associated with the tweet 

Label A label indicating whether the user is a buzzer (1) or non-buzzer (0)  

B.  Feature Weight Particle Swarm Optimization (PSO) 

Feature selection using the PSO algorithm is used to select the best attributes from the data and reduce 

irrelevant attributes to increase the effectiveness and efficiency of the classification algorithm's 

performance. PSO optimizes classification problems by moving particles based on the position and speed 

of each particle (swarm). The best fitness value influences the movement of particles in the swarm, which 

is carried out at each iteration until it reaches the maximum iteration. The maximum iteration is a test to 

determine the best fitness value at that iteration [10]. The use of PSO feature weight can improve attributes 

in the data set and make decisions based on optimal parameters from the previous classification, thereby 

increasing the accuracy of results [11]. PSO is a straightforward optimization method that highlights input 

features [12]. As a well-known bio-inspired algorithm, PSO draws on the social behaviours seen in bird 

flocking to address optimization challenges. To preserve the diversity of the swarms, some research has 

explored multi-swarm strategies [13]. 

PSO is a popular optimization technique inspired by the social behaviour of birds flocking or fish 

schooling. In the context of feature selection, PSO is used to search through the space of all possible feature 

subsets to identify the most relevant features that contribute to the accuracy of a predictive model. The goal 

is to reduce dimensionality by selecting a subset of features that leads to a simpler, more interpretable model 

while maintaining or improving its performance [21].  

In PSO, each particle flies in the search space with a velocity adjusted by its flying memory and its 

companion's flying experience. Each particle has its objective function value, which is decided by a fitness 

function in Equation (1): 

𝑣𝑖𝑑
𝑡 = 𝑤 × 𝑣𝑖𝑑

𝑡−1 + 𝑐1 × 𝑟1(𝑝𝑖𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 ) + 𝑐2 × 𝑟2(𝑝𝑔𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 ) (1) 

Where 𝑖 represents the 𝑖-th particle and 𝑑 is the dimension of the solution space, 𝑐1  denotes the cognition 

learning factor and 𝑐2  indicates the social learning factor, 𝑟1  and 𝑟2  are random numbers uniformly 
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distributed in (0,1), 𝑝
𝑖𝑑
𝑡  and 𝑝

𝑔𝑑
𝑡  stand for the position with the best fitness found so far for the ith particle 

and the best position in the neighbourhood, 𝑣𝑖𝑑
𝑡  and 𝑣𝑖𝑑

𝑡−1 are the velocities at time 𝑡 

and time 𝑡 −  1, respectively, and 𝑥𝑖𝑑
𝑡   is the position of 𝑖-th particle at time 𝑡. Each particle then 

moves to a new potential solution based on the Equation (2):  

𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑

𝑡 + 𝑣𝑖𝑑
𝑡  , 𝑑 = 1,2, … , 𝐷 (2) 

Kennedy and Eberhart [21] proposed a binary PSO in which a particle moves in a state space restricted 

to 0 and 1 on each dimension in terms of the changes in probabilities that a bit will be in one state or the 

other. See in Equation (3) and (4). 

𝑥𝑖𝑑 = {
1, 𝑟𝑎𝑛𝑑() < 𝑆(𝑣𝑖,𝑑)

0
 (3) 

𝑆(𝑣) =
1

1 + 𝑒−𝑣
 (4) 

The function 𝑆(𝑣) is a sigmoid limiting transformation, and 𝑟𝑎𝑛𝑑 () is a random number selected from 

a uniform distribution in [0.0, 1.0]. 

In PSO for feature selection, each particle in the swarm represents a candidate solution, which is a binary 

vector indicating which features are selected (1) or not selected (0). The swarm's population is initialized 

randomly, where each particle's position corresponds to a possible feature subset, and its velocity 

determines how the position might change over time. The initial position of the particles is often chosen 

based on random binary values (0 or 1) for each feature, representing whether a feature is included in the 

subset [21]. 

The fitness function plays a crucial role in evaluating the quality of each particle's solution. Typically, 

the fitness function is designed to assess the predictive performance of a model (such as a classifier) that 

uses the selected subset of features. Common fitness measures include accuracy, precision, recall, or the 

area under the ROC curve. The fitness function can also include a penalty for selecting too many features 

to prevent overfitting, which encourages feature subsets with lower dimensionality. This ensures that the 

selected feature set strikes a balance between simplicity (fewer features) and performance (better accuracy). 

In summary, PSO in feature selection leverages the collective intelligence of a swarm of particles to 

explore and refine potential feature subsets. Through iterative adjustments based on individual and 

collective experiences, PSO is capable of selecting a subset of features that enhances model performance 

while reducing complexity and overfitting [21].  

C. Ada Boost 

The Ada Boost algorithm adjusts the weight of each misclassified data point to help construct the next 

classifier. The greater the weight of the classifier, the more influence it has on the overall accuracy [5]. By 

modifying the weights of misclassified data and integrating these weaker classifiers, Ada Boost enhances 

its performance and improves classification accuracy. Furthermore, boosting algorithms merge several 

weak classifiers to create a more robust classifier [5]. Ada Boost technique is used to handle class 

imbalance. The results of the study show that the proposed method can provide impressive improvements 

in comparison results. Ada Boost technique is also used to improve the accuracy value of the bank direct 

marketing dataset, resulting in an accuracy value of 92.25% [14].  

D. Deep Neural Network  

Deep learning (DL) is a branch of machine learning that is modelled after the architecture of the human 

brain. Just as humans make decisions by analyzing using a structured series of logical thoughts, deep 

learning imitates it with an algorithm called a neural network [20]. DL allows machines to learn from data. 

The Neural Network (NN) used in DL is a Deep Neural Network (DNN), namely an NN with more than 

one hidden layer between the input and output. The number of hidden layers and neurons used is determined 

according to needs. DNN, in general, is a feedforward network. That is, the flow of data from input to 

output is not repeated [15]. Deep learning involves neural networks that have numerous layers and 

parameters. Most deep learning techniques utilize neural network architectures, which is why they are often 

called deep neural networks [16]. Deep neural networks are relatively simple in structure, as they consist 

of feedforward neural networks with many layers, as illustrated in Figure 2. 
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Fig. 2. A fully connected feedforward Deep Neural Network [17] 

In DNN, the architecture is typically composed of multiple layers, each containing a certain number of 

neurons. The configuration of these layers is crucial for the network's ability to learn and generalize from 

data. DNN usually consists of three main types of layers: the input layer, hidden layers, and the output 

layer. The input layer takes in the raw features of the data, while the hidden layers transform these inputs 

into more abstract representations. The output layer produces the final prediction or classification [18]. 

Each neuron in a hidden layer performs a weighted sum of the inputs from the previous layer, followed 

by an activation function. The number of neurons in each layer is a key design choice that impacts the 

model's capacity. If the number of neurons is too small, the network might not be able to capture the 

complexity of the data, leading to underfitting. On the other hand, having too many neurons can lead to 

overfitting, where the network memorizes the training data rather than learning general patterns. This is 

why selecting the right number of neurons and layers is an important task in network design [18]. 

Hyperparameter tuning plays a critical role in optimizing the performance of a DNN. Hyperparameters 

are values set before training, such as the number of layers, the number of neurons in each layer, the learning 

rate, and the batch size. These hyperparameters can significantly affect the training process and the final 

model's performance. The design of a DNN involves careful choices regarding the number of layers, 

neurons per layer, activation functions, and optimization strategies. Hyperparameter tuning further refines 

the model to achieve optimal performance, while regularization techniques are used to ensure that the model 

generalizes well to unseen data [18]. 

DNN can be viewed as a series of functions where each neuron in a layer transforms its input using a 

mathematical operation, typically involving a weighted sum followed by a non-linear activation function 

(like ReLU or sigmoid). These layers work together to learn complex patterns in data by adjusting the 

weights through a process called backpropagation, where the model minimizes a loss function using 

optimization algorithms like gradient descent. In essence, DNN are composed of mathematical operations 

that iteratively refine the network's ability to make accurate predictions or classifications, learning from 

large amounts of labelled data [18].  

1. Linear Transformation (Weights and Biases): 

Each neuron in a DNN performs a linear transformation of its inputs. Suppose a neuron receives inputs 

𝑥1, 𝑥2, … . , 𝑥𝑛 from the previous layer. The neuron computes a weighted sum of these inputs, where each 

input 𝑥1 is multiplied by a corresponding weight 𝑤𝑖 , and 𝑎 bias term 𝑏 is added. See in Equation (5). 

𝑧 = 𝑤1 𝑥1 + 𝑤2 𝑥2+ . . . + 𝑤𝑛 𝑥𝑛 +  𝑏 (5) 

Here, 𝑧 is the output before applying any activation function.  
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2. Activation Function (Non-linear Transformation): 

After 𝑧 is calculated, a non-linear activation function 𝜎(𝑧) (such as ReLU or sigmoid) is applied to t 

transform the linear 𝑧 values into non-linear values. This gives the model the flexibility to learn more 

complex patterns in the data. The activation function helps the neural network to approximate complex 

functions that linear models cannot handle. See in Equation (6). 

𝑎 =  𝜎(𝑧) (6) 

 

3. Layer-wise Computation: 

DNN consist of multiple layers. In each layer, the output 𝑎 from one layer becomes the input to the next 

layer. The forward pass through the network involves performing these weighted sums and activations layer 

by layer until the output layer is reached, which provides the model's final prediction.  

4. Backpropagation (Gradient Descent): 

During training, the goal is to minimize the difference between the predicted output and the actual label 

(the loss function). Backpropagation computes the gradients (partial derivatives) of the loss with respect to 

each weight, and these gradients are used to update the weights using an optimization algorithm like 

gradient descent. For a weight 𝑤𝑖 , the update rule is: 

𝑤𝑖 =  𝑤𝑖 − n ∙
𝜕𝐿

𝜕𝑤𝑖
 .  (7) 

Where 𝑛 is the learning rate, and 
𝜕𝐿

𝜕𝑤𝑖
  , is the gradient of the loss 𝐿 with respect to the weight 𝑤𝑖.  

5. Iterative Learning: 

 This process of forward propagation, loss calculation, and backpropagation continues iteratively, 

refining the weights to improve the network's predictions. As the weights are adjusted, the network 

gradually "learns" from the data and improves its performance. 

E. Evaluation 

The test results were validated using 10-fold cross-validation. This evaluation used the accuracy value 

and ROC (Receiver Operating Characteristics) parameters. ROC plots two metrics: True Positive Rate and 

False Positive Rate. AUC (Area Under the Curve) offers a comprehensive assessment of performance 

across all potential classification thresholds. AUC values range from 0 to 1, with a higher AUC indicating 

a more effective classifier [12].   

III. RESULTS AND DISCUSSION 

A. Proposed Method  

In this study, several experiments were conducted to find out how to get the most optimal model to 

detect buzzer accounts. Several experiments were conducted to test data using Deep Neural Network, Deep 

Neural Network based on PSO, and Deep Neural Network based on Ada Boost.  

1. Test results using Deep Neural Network 

According to the results obtained from testing the dataset with the Deep Neural Network model, as 

shown in Figure 3, the accuracy value is 46.60%, which shows that the classification for the buzzer 

prediction contains 222 true buzzers according to the prediction and 241 buzzer predictions are included in 

the true non-buzzer. The data that predicts non-buzzers is 293 true buzzers, and 244 are included in the true 

non-buzzer prediction.  
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Fig. 3. Accuracy Results of Deep Neural Network  

The ROC curve results for the deep neural network are depicted in the image, showing an AUC (Area 

Under the Curve) value of 0.464, indicating a failure in classification performance.  

 
Fig. 4. ROC Curve Results of Deep Neural Network  

2. Test result using Deep Neural Network Based on PSO 

According to the results obtained from testing the dataset with the deep neural network model based on 

PSO, as shown in Figure 5, the accuracy value is 98.90%, which shows that the classification for buzzer 

predictions contains 510 true buzzers according to the prediction, and 6 buzzer predictions are included in 

true non-buzzers. Non-buzzer prediction data contains 5 true buzzers and 479 negative non-buzzers 

included in true non-buzzers. 

 
Fig. 5. Accuracy Results of Deep Neural Network Based on PSO 

The ROC curve results for the deep neural network based on PSO are displayed in Figure 7, showing 

an AUC (Area Under the Curve) value of 0.999, indicating excellent classification performance. 



IKA KURNIAWATI. / 2024, 7 (1):22-32 
Deep Learning Model Based on Particle Swam Optimization for Buzzer Detection        29 

  

 
Fig. 6. ROC Curve Results of Deep Neural Network based on PSO 

3. Test result using Deep Neural Network based on Ada Boost 

According to the results obtained from testing the dataset with the deep neural network model based on 

Ada Boost, as shown in Figure 7, the accuracy value of 95.30% is obtained, indicating that the classification 

for buzzer predictions contains 482 true buzzers according to the prediction, and 14 predicted buzzers are 

included in true non-buzzers. Non-buzzer prediction data contains 33 true buzzers, and 471 non-buzzers 

are included in true non-buzzers.  

 

 
Fig. 7. Accuracy Results of Deep Neural Network based on Ada Boost 

The ROC curve results for the deep neural network based on PSO are displayed in Figure 8, showing 

an AUC (Area Under the Curve) value of 0.994, indicating excellent classification performance. 

 
Fig. 8. ROC Curve Results for Deep Neural Network based on Ada boost  

In Figure 9, the results show what attributes affect the classification results. The attributes that most 

influence in detecting buzzer or non-buzzer accounts include the top 3 most influential, namely created at 

(@) and hashtag, then the attributes that have the least influence based on the classification results are 

tweets and follower count.  
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Fig. 9. Weight Attribute Distribution 

B. Evaluation  

This study used 10-fold cross-validation to avoid overfitting. After that, the accuracy and AUC scores 

for each proposed model will be compared. Table 2 is a comparison of accuracy and AUC against the 

proposed methods of Deep Neural Network + PSO, Deep Neural Network + Ada Boost, and Deep Neural 

Network without optimization and boosting algorithms. Based on the performance results of all algorithms, 

the proposed method, namely the PSO-based Deep Neural Network, increased accuracy by a 52.30% 

absolute increase. In comparison, the Deep Neural Network with Ada Boost increased by 48.70% compared 

to the Deep Neural Network without optimization and boosting algorithms, with an accuracy of 46.60%. 

Table II shows the superiority of the model proposed in this study. 

TABLE II.  COMPARISON OF PROPOSED MODELS RESULTS 

Model Accuracy (%) AUC 
Deep Neural Network 46.60 0.464 
Deep Neural Network + PSO  98.90 0.999 
Deep Neural Network + Ada Boost 95.30 0.994 

Comparison of ROC curves through the AUC area value for the proposed model, namely PSO-based 

Deep Neural Network, increased by 0.479. In contrast, in Ada Boost-based Deep Neural Network, it 

increased by 0.476 compared to using only Deep Neural Network. PSO functions not only to select features 

but also to give weight to features that are considered important, helping to reduce the loss of information 

that can occur due to the removal of certain features. In addition, the proposed method achieves the highest 

AUC compared to other approaches. 

While DNN are powerful tools for learning complex patterns in data, their performance can be 

significantly hindered by irrelevant or redundant features, especially in the case of noisy data like that in 

buzzer detection. Traditional DNN models often rely on manual feature engineering or can overfit if too 

many features are used. By integrating PSO, the proposed model iteratively searches for an optimal subset 

of features that maximizes classification accuracy while minimizing dimensionality and avoiding 

overfitting. This dual-purpose use of PSO enhances the learning process, enabling the model to focus on 

the most informative features and adjust its parameters more effectively [22].  

The effectiveness of this method is validated through rigorous experimentation, demonstrating that the 

combination of PSO and DNN offers a more robust solution for buzzer detection. Such hybrid approaches 

hold the potential to address real-world challenges by improving the accuracy and efficiency of predictive 

models, particularly in fields involving complex, noisy, or high-dimensional data. In this study, the main 

contribution of this research lies in leveraging the strengths of PSO not only for optimizing the network's 

hyperparameters but also for selecting the most relevant features, thereby addressing both feature selection 

and model optimization simultaneously.  

IV. CONCLUSION  

This paper detects buzzer and non-buzzer accounts on the Twitter platform as the most popular social 

media application. There are 9 features used to classify buzzers and non-buzzers: Tweet, Retweet Count, 

Mention Count, Follower Count, Verified, Location, Created At, Hashtags, and Label. The proposed 

classification algorithm is Deep Neural Network integrated with PSO feature selection and Ada Boost. The 

effectiveness of the classification system is evaluated through a test dataset. The evaluation of the proposed 

method uses 10-fold cross-validation on 1000 datasets. The results of this experiment show that PSO-based 

DNN achieves the best performance with an accuracy of 98.90%, compared to Ada Boost-based DNN with 

an accuracy of 95.30% and 46.60% for DNN without feature selection and boosting algorithms.  
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A significant increase in accuracy is achieved by integrating PSO with DNN, compared to using DNN 

alone or with other boosting methods such as Ada Boost. This is because the hybrid model optimizes neural 

network training through the PSO algorithm, which improves the convergence speed and performance of 

the model. In addition, the integration of Ada Boost with DNN can improve the predictive ability of DNN 

by combining weak learners to minimize bias and variance. This study contributes to the field of 

classification by proposing an innovative framework that significantly improves the effectiveness of buzzer 

detection. This framework has the potential to be applied in both academic and practical fields, such as in 

sentiment analysis and efforts to maintain the neutrality of information dissemination in discussions on 

social media. 

Further research can explore the refinement of the buzzer detection framework by incorporating 

advanced machine learning algorithms, such as deep learning or ensemble methods, to improve the 

accuracy in identifying bias in sentiment analysis in Twitter data. Additionally, investigating the role of 

context and user behaviour in sentiment analysis can provide deeper insights into how bias emerges and 

propagates in social media discussions. Exploring multimodal data integration (e.g., combining text, 

images, and hashtags) can also improve the robustness of sentiment detection systems. 
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